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Abstract

Model-based econometric techniques of the shadow economy estimation have been increasingly
popular, but a systematic approach to getting the best of their complementarities has so far
been missing. We review the dominant approaches in the literature � currency demand analysis
(CDA) and MIMIC model � and propose a novel hybrid procedure that addressess their previous
critique, in particular the misspeci�cation issues in CDA equations and the vague transformation
of the latent variable obtained via MIMIC model into interpretable levels and paths of the shadow
economy. Our proposal is based on a new identi�cation scheme for the MIMIC model, referred to as
'reverse standarizaton'. It supplies the MIMIC model with the panel-structured information on the
latent variable's mean and variance obtained from the CDA estimates, treating this information
as given in the restricted full information maximum likelihood function. This approach allows
us to avoid some controversial steps, such as choosing an externally estimated reference point for
benchmarking or adopting other ad hoc identifying assumptions. We estimate the shadow economy
for up to 43 countries, with the results obtained in the range of 2.8% to 29.9% of GDP. Various
versions of our models remain robust as regards changes in the level of the shadow economy over
time and the relative position of the analysed countries. We also �nd that the contribution of (a
correctly speci�ed) MIMIC model to the measurement of trends in the shadow economy is marginal
as compared to the contribution of the CDA model.
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1 Introduction

The shadow economy (SE) is a complex economic phenomenon, with many causes and consequences,
which are of great interest to policymakers and economists. From the policymaking perspective, the
adverse consequences include, among others, reduced tax base, lower quantity/quality of public goods,
distortions in market competition, deterioration in economic and social institutions, and � consequently
� lower economic growth. While SE may also entail some social advantages (e.g. it can mitigate
government-induced distortions, see Choi and Thum (2003)), they are signi�cantly outweighed by the
negative impact of unreported activities. Consequently, policymakers aim at reducing the shadow
economy. Econometricians, in turn, should be equipped with the tools to measure the size of this
phenomenon and estimate the e�ects of various policy instruments on SE.

On the one hand, the measurement of SE is not only the econometricians' task: the size of the non-
observable economy is sometimes provided by national statistical o�ces that have access to the most
complete, detailed microdata and are able to conduct dedicated research among di�erent groups of
agents. On the other hand, however, shadow economy estimates of statistical o�ces are often unavail-
able, published with a signi�cant time lag, expensive, internationally incomparable and intransparent.
As a result, there is still a need for external, econometric estimates of the SE.

In this paper, we propose a revised approach in this area, illustrated with the estimates of the shadow
economy for � depending on the model � up to 43 countries and their comparison to the analogous
results obtained by the respective statistical o�ces. Our contribution builds upon the two well-known
econometric models: currency demand analysis (CDA) and Multiple-Indicators Multiple-Causes model
(MIMIC). Both approaches exhibit drawbacks, which are to some extent documented in the literature,
but are widely neglected in empirical applications. In particular, CDA regressions often omit impor-
tant variables (e.g. development of electronic payment system), frequently estimate shadow economy
drawing on a scenario of a non-existent zero-tax economy (e.g. Tanzi (1980); Embaye (2007)), apply
incorrect functional forms of the currency demand equation (discussed by Breusch (2005b,c); Ahumada
et al (2008)) and make controversial assumptions regarding the velocity of money (e.g. ignore that
o�cial GDP �gures often already include some shadow economy estimates). MIMIC models, in turn,
produce an unidenti�ed latent variable and its measurement results hinge fundamentally on ad hoc

just-identifying restrictions that are introduced into the model informally, or even implicitly.

The application of ad hoc identi�cation strategies, such as using MIMIC output as an 'index' anchored
at some selected point in time at the level of an external CDA estimate of SE, may bring inconsistent
and �awed results. To see this, consider the recent MIMIC-based shadow economy estimates of Hassan
and Schneider (2016). In spite of the low degree of transparency (see Section 2.2 for some details)
in presenting the actual source and dating of the shadow economy estimates used to anchor various
MIMIC models, Schneider generally con�rms that his MIMIC applications draw on external CDA
estimates in terms of level calibration. In theory, without an unusual assumption that velocity of
money di�ers between shadow and non-shadow economy, the upper bound of the share of SE in the
total GDP (including SE) from the CDA model is equal to the share of cash outside banks in the M1
monetary aggregate; and this can only be true in the unlikely case of 100% cash being used solely
in the shadow economy. Therefore, as a consistency check, one may compare Hassan and Schneider's
shadow economy estimates with the share of cash outside banks in M1 for the selected countries (see
Figure 1).

One can observe that the cited shadow economy estimates for the chosen countries are ca. three times
higher than the described upper bound. This is a conclusion that is clearly inconsistent with the CDA
foundations that the authors draw on, showing that the adopted MIMIC approach is �awed.1

1In parallel, Hassan and Schneider also present shadow economy estimates which are 35% lower than the ones presented
in Figure 1. Yet, this is a result of another ad hoc correction calibrated for Estonia, justi�ed by the authors' intention
to exclude the "material for shadow economy and DIY-activities", illegal actitivities and do-it-yourself activities, and
neighbours' help (all from authors' calculation). Despite this correction, the obtained shadow economy estimates are
still substantially higher than the discussed upper bound.
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Figure 1: Maximum shadow economy levels implied by the CDA model vs Hassan and Schneider's
(2016) shadow economy estimates from the MIMIC model.
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Source: IMF, Hassan and Schneider (2016).
Note: To make the comparison precise, we present it only for certain years for which we were able
to recalculate the maximum shadow economy levels implied by the CDA model in terms of % o�cial
GDP (GDP �gures published by statistical o�ces). This recalculation required the information on
the shadow economy estimates of the statistical o�ces included in the o�cial GDP �gures (see section
3.2), which is very rarely disseminated.

To address the well-justi�ed critique received by such applications of the CDA and MIMIC approaches,
in this paper we propose a uni�ed statistical model. First, we specify and estimate an extended, panel
version of the CDA equation in di�erent versions for up to 43 countries, controlling, among others, for
the development of the electronic payment system. Second, we derive from the model the vectors of
unconditional (time-averaged) panel-speci�c means and variances of the shadow economy. We abandon
the often adopted assumption that the share of SE in the total economy is zero, even under perfect
institutions and zero tax rate. Instead, we use the best observable levels of the shadow-economy-related
variables in OECD countries as benchmarks to derive the 'natural level' of SE. Third, we estimate a
MIMIC model by maximizing a (full-information) likelihood function, re-formulated in two ways: (i)
instead of anchoring the index on an arbitrary time period and using arbitrary normalizations or other
discretionary corrections, we use the means and variances estimated in our CDA model, which su�ces
for just-identi�cation; (ii) we constrain the parameter vector to explicitly assume away the negative
variances of structural errors and measurement errors.

What exactly do we measure in this way? The literature uses many de�nitions of the non-observed
or shadow economy, with di�erent authors often focusing on di�erent aspects of this issue. A very
important common factor for all types of the shadow economy is that it is most often a cash payment
that allows the seller not to report the transaction. With only a few exceptions (such as e-commerce,
online gambling or bartering), if an electronic payment was made instead of cash, it would be di�cult
not to register the transaction. Since our estimates of the shadow economy levels in this paper are
mainly based on the cash-related CDA model, the scope and the coverage of the estimated shadow
economy should then be largely consistent with the de�nition of the non-observed economy formulated
by the European Commission (2013) as comprising: (1) illegal activities where the parties are willing
partners in an economic transaction (e.g. drug selling), (2) hidden and underground activities where
the transactions themselves are not against the law, but are unreported to avoid o�cial scrutiny
(e.g. unreported part of revenues to avoid taxation), and (3) informal activities where typically no
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records are kept (e.g. home tutors). Under this de�nition, the SE can be approximated by unreported
transactions made by both registered and unregistered entities.

The remainder of this article is organized as follows. In Section 2, we discuss CDA and MIMIC
approaches, providing the critical assessment of their previous applications and indicating our amend-
ments. Next, we present our strategy of developing a uni�ed CDA-MIMIC statistical model (Section
3). In Section 4, we discuss our empirical results, including the sensitivity analysis. Section 5 concludes
and suggests some areas for further research.

2 Review of existing approaches: CDA and MIMIC

2.1 CDA

2.1.1 Origins of the currency demand analysis

Currency demand analysis of the shadow economy is based on the assumption that most of the unreg-
istered transactions are settled with cash. In an early contribution, Cagan (1958) noticed that changes
in the ratio of cash to a broader monetary aggregate may re�ect the evolution of SE. He discussed
potential determinants of this ratio and identi�ed the level of taxation as a potential driver of the
non-observed economy in a very simple currency demand equation, however without any derivation
of the shadow economy level. In a similar vein, Gutmann (1977) developed a simpli�ed '�xed ratio
approach', in which he assumed that there was no shadow economy in some given, past period and
that a 'natural' ratio of cash to deposits from that period should remain constant over time. Instead,
he observed a growth of the ratio and deduced that this increasing 'surplus' of cash in circulation was
related to the shadow economy. Using an estimate of the money velocity, he translated this surplus
into the size of the shadow economy (in % of GNP). As a response to this work, Feige (1979) proposed
his 'transaction method' that was derived from the equation of exchange. This method requires the
knowledge of the value added and the stock of money in the economy, as well as the level of the
shadow economy itself in some baseline period. One must also assume that the ratio of the value of all
transactions to the value added in the economy is constant over time. A summary and critique of the
described monetary methods can be found in a handbook on measuring the non-observed economy by
OECD (2002). It is also worth noting that, without an assumption on the shadow economy level in a
certain time period, the methods of Gutmann and Feige allow only for the analysis of the dynamics of
the shadow economy.

Tanzi (1980, 1983) further developed the analysis of links between the cash usage and the shadow
economy. In the spirit of Cagan (1958), he estimated an equation where the ratio of cash to M2
monetary aggregate was explained with various control variables, including the level of taxation. In
one variant of his analysis, he noticed that the cash level attributable to the shadow economy might
be calculated as a di�erence between the total cash demand and cash demand estimated from a model
in which the tax variable was set equal to zero. While such an approach is based on an extreme
out-of-sample prediction2, it allows translating the shadow economy cash into the share of SE in total
GNP (including SE) based on the assumption of equal velocity of money in the shadow and observed
economy. To calculate the monetary value of the shadow economy, the approach of Tanzi (1980, 1983)
hinges upon the assumption that the o�cial GNP estimate does not include any shadow economy
activities3. The assumption of equal velocity freed Tanzi from a more controversial assumption on the
level of SE in a given period. It is worth noting that Tanzi's approach enables the estimation of the
level of the shadow economy using the currency demand analysis.

2Tanzi (1980, 1983) analysed the USA, but the problem remains even if a group of countries is investigated. Appar-
ently, hardly any country, for which the data is available and that can be included in shadow economy analyses, imposes
taxes the are actually zero or even close-to-zero.

3At that time, the assumption could be much closer to the reality than this is the case today, as nowadays the
statistical o�ces tend to include internal estimates of the shadow economy in the o�cial GDP �gures � see Gyomai and
van de Ven (2014). We discuss this issue in Subsection 2.1.2.
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Since Tanzi's contribution, various versions of the CDA have been used for the estimation of the shadow
economy in di�erent countries. Many of these studies, however, su�er from important shortcomings.
Below we discuss some of them along with our solution proposals.

2.1.2 Our approach to the currency demand analysis

Since the literature rarely provides detailed information on the estimation of the currency demand
model and derivation of the �nal estimate of the level of the shadow economy, in this subsection we
present a detailed description of our approach. We distinguish our contributions to many aspects of
the currency demand analysis and present solutions to some common problems and shortcomings.

First step: econometric estimation

The �rst step of our approach consists in an econometric estimation of the currency demand equation,
explaining the ratio of cash outside banks to M1 monetary aggregate:(

cash outside banks

M1

)
n,t

= αn + β1x1,n,t + β2x2,n,t + β3x3,n,t + εn,t, (1)

in which n represents the analysed country and t stands for the analysed time period (in our esti-
mation, we use quarterly data). In equation (1), the dependent variable is the share of cash outside
banks ('cash') in the M1 monetary aggregate 4; vectors x1,n,t, x2,n,t, x3,n,t contain three groups of
explanatory variables (described below) with the corresponding vectors of coe�cients β1, β2, β3; and
αn denotes country-speci�c �xed e�ects.

Typically, the literature considers two components of the demand for cash, corresponding to the
following two groups of variables:

• structural component (Ardizzi et al, 2014) or the demand for cash explained by conventional
or normal factors (Buehn and Schneider, 2016) � re�ecting the need for a certain amount of cash
to be used in normal economic activities;

• 'excessive' demand related to shadow market activities.

In our approach, we include additional variables related to the development of the electronic payment
system, which a�ect both the structural and the 'excessive' demand for cash (as the electronic payment
growth may to some extent be the reason for contraction of SE 5, but it may also be associated with
replacement of the registered cash transactions with electronic payments, with no impact on the size
of SE). By doing so, we address an important discrepancy between the micro- and macroeconometric
literature on the determinants of the cash usage. The former often shows the negative impact of devel-
oping the electronic payment infrastructure on the cash usage, including the ownership and acceptance
of payment cards (see Bagnall et al, 2016 for a summary of payment diary surveys for seven countries).
Yet, to our knowledge, these variables are not included in most of the macroeconometric, shadow-
economy related currency demand analyses. Even Thiessen (2010), who tests about 450 determinants
of cash demand, does not include these important variables in the model. In our approach, among
other sources of electronic payment data, we use a new panel data set from the recently released Global
Payment System Survey (World Bank, 2016).

4This variable captures a relative popularity of cash in the domestic currency. Consequently, countries with a
signi�cant level of 'dollarization' (i.e. common use of a foreign currency for payments and savings) may be not adequate
for the analysis of the SE within the CDA framework.

5Use of prepaid cards or cryptocurrencies may also support obtaining income or performing transactions in the SE.
Yet, at least for the time being, such electronic instruments/payments are much less popular than the 'regular' ones (e.g.
payments with non-prepaid cards).
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An important extension of our model speci�cation is that our shadow economy determinants include
not only the tax level, but also proxies of tax complexity and tax morale. It is crucial to include these
additional variables because high e�ective tax rates (actually collected tax revenues and social security
contributions in relation to GDP) might be the result of a low complexity of the tax system and/or
high tax morale, and thus might not necessarily lead to expansion of SE. Furthermore, the willingness
of people to pay taxes is likely to be related to unobservable cultural factors � we control those that
do not change over time using country-speci�c dummies.

Additionally, apart from including the stock of private sector's credit to GDP in the model (as it may
be relevant for the usage of electronic payments in the economy), we test, as an alternative, a new
broad-based index of the �nancial development of the International Monetary Fund (see Svirydzenka,
2016). We treat both variables as structural components of the demand for cash.

Altogether, our model covers: (1) 'typical' SE determinants (x1,n,t), (2) payment card system variables
(x2,n,t) and (3) other control variables accounting for the structural demand for cash (x3,n,t). All
explanatory variables used in our CDA model and the rationale behind their inclusion are summarized
in Table 1. A detailed description of all the variables used in our CDA and MIMIC models, with the
respective data sources, is presented in Table 11, in Appendix A.

While estimating equation (1), we avoid common misspeci�cations of the currency demand model. We
do not use an often applied model with logarithms, because it generates di�erent shadow economy
estimates depending on the scale of the regressors (see, e.g., Breusch (2005a) for a critique of Bajada
(1999)). Logarithmic speci�cation also violates the theoretical assumption that the shadow and non-
shadow demand for cash is separate and additive (see, e.g., Feige (1986)). Further, we do not include
the lagged dependent variable in the model (in contrast to, e.g., Embaye (2007)), since the subsequent
solution for the level of SE in every period would require the knowledge of its level in some initial
period (see Ahumada et al (2008), for the derivation), and hence an important shortcoming of the
previously discussed monetary methods would resurface. It is worth noting that by avoiding the use
of logarithms and lags, we escape the identi�cation problems with the non-linear currency demand
model faced by Giles and Tedds (2002), as pointed out by Breusch (2005c).

The impact of the payment card system variables (x2,n,t) is likely to be exerted both on the shadow
and non-shadow cash demand. The corresponding split of marginal e�ects, β2, is made under the
assumption that the proportion of these e�ects is analogous to the proportion of the average impact
of 'shadow economy determinants' (x1,n,t) and other control variables (x3,n,t, including the common
constant within the country dummy variables αn) on cash demand.

Second step: �nding the 'best' observable levels of x1,n,t and x2,n,t

In the second step, we interpret the unit of the value obtained in step 2. To that aim, we set the
values of x1,n,t and x2,n,t in equation (1) at their best observable levels recorded for OECD countries
till 2015 (e.g. the lowest recorded tax and social security contribution in�ows, the highest number
of payment cards, the highest value of proxy for tax morale, etc.) and estimate the theoretical value
of the explained variable. By taking such an approach, we avoid the unrealistic assumption of zero
taxation at any stage of our calculations. For the dependent variable, the di�erence between the
�tted value, calculated on the basis of the actual values of x1,n,t and x2,n,t, and the estimated best
theoretical value may be interpreted as the share of cash in the M1 aggregate that is related to shadow
economy transactions. Given the observed stock of the M1 aggregate for a given country and period,
the obtained di�erence allows us to calculate the amount of cash that is attributable to SE.
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Table 1: Variables included in the CDA model

Category Variables The role in the model

Shadow
economy
determi-
nants
(x1,n,t)

• the share of taxes and social se-
curity contributions in GDP

• time to prepare and pay taxes for
business (proxy for tax complex-
ity)

• the rule of law index (proxy for
tax morale)

• unemployment rate

The impact of these variables on the
dependent variable is mostly related to
incentives and disincentives of the eco-
nomic agents to operate in the shadow
economy.

Payment
card system
variables
(x2,n,t)

• number of payment cards per

capita

• ratio of the number of point of
sale terminals to the number of
payment cards∗

Higher levels of these variables (re�ecting
better development of the payment card
system) may be associated with the two
e�ects:

• decrease in the size of the shadow
economy (by reducing the opportu-
nities for leaving transactions unre-
ported),

• replacement of the registered cash
transactions with electronic pay-
ments (no impact on the size of the
shadow economy).

Other
control
variables
(x3,n,t)

• real GDP per capita in PPS

• in�ation rate

• real interest rate on deposits

• the share of domestic credit to
private sector in GDP (alterna-
tively IMF's �nancial develop-
ment index)

• agriculture share in employment

• binary variables controlling for
the level shift in the dependent
variable in Romania and country
dummies (�xed e�ects)

These variables are related to the level
of the economic development, technical
progress and institutional factors (some
of which might be unobservable and
must therefore take the form of country-
speci�c dummies).

∗We use the number of payment cards per capita and the number of payment terminals per payment card instead
of payment cards transaction value, because the former variables seem more likely to be exogenous. Furthermore,
we use the number of payment terminals per payment card instead of the number of payment terminals per capita

to avoid the collinearity of this variable with the number of payment cards per capita.
Source: authors' elaboration.

7



Third step: calculating the shadow economy level

In the third step, we assume that the velocity of money in the shadow and total economy is equal, i.e.:

Y totaln,t

M1n,t
=
Y shadown,t

Cshadown,t

, (2)

where Y totaln,t and Y shadown,t stand for the total GDP (including SE) and the part of GDP related to SE,

respectively, and Cshadown,t denotes the estimated amount of cash attributable to SE, as calculated in
the Second step. We transform equation (2) to obtain the level of SE as % of total GDP 6, without
the need to know the exact values of Y totaln,t or the velocity of money:

Y shadown,t

Y totaln,t

=
Cshadown,t

M1n,t
. (3)

The solution presented here appears to be superior to the approach that is often applied in the literature
(sometimes implicitly), consisting in translating the amount of cash attributable to SE (obtained from
the CDA) into the monetary value of GDP related to the shadow economy with the use of some
speci�c estimate of the velocity of money (sometimes based on dubious and/or outdated �gures) and
later expressing this estimate in terms of % of GDP (total or o�cial). The problem with this approach
arises because � to calculate the 'correct' velocity of money � one should divide either (i) the total GDP
(including the best available estimate of SE) by total M1 or (ii) GDP that excludes any estimate of
SE by the estimated value of M1 that is not related to shadow economy acitivities. In practice, many
researchers simply divide the o�cial GDP �gure (as published by the statistical o�ces) by total M1.
This approach is controversial for two reasons. Firstly, o�cial GDP �gures for some countries may
not include any shadow economy estimate, which leads to underestimation of the velocity (since the
part of GDP that is related to SE is missing in the numerator of the ratio). Secondly, if some shadow
economy estimate is already included in the o�cial GDP, by calculating the velocity of money in the
desribed way one implicitly assumes that this SE estimate is correct, which is rather inconsistent with
trying to obtain a better estimate of the shadow economy from the CDA model at the same time.
Therefore, in order to calculate a more accurate value of the velocity of money and the monetary value
of the shadow economy with the CDA model's output, one should know the part of the o�cial GDP
�gures that is not related to shadow economy activities. Without this information, which is rarely
available, one should rather focus on the calculation of the shadow economy as a share in the total
economy, as in equation (3).

Fourth step: �nding the 'natural' level of the shadow economy

Having obtained the estimates of the shadow economy, we additionally account for the fact that � even
in a country with the best values of x1,n,t and x2,n,t (at the level of the best performing countries) �
the shadow economy would not disappear completely. In other words, there would still be some low,
'natural' level of the shadow economy (e.g. some illegal transactions will not begin to be reported

6The 'true' velocity of money is related rather to the value of transactions than GDP. Yet, most stakeholders are
interested in the SE estimates in terms of % of GDP (not in % of the total value of transactions). To obtain such �gures,
we make a common assumption that the ratio of generated GDP to the value of transactions is the same for the shadow
and non-shadow economy. In other words, one unit of money spent generates the same amount of (total) GDP, regardless
whether it is spent in the shadow or non-shadow economy. This assumption may both underestimate or overestimate
the share of the SE in the total economy. If the SE is mostly present in the service sector, which often involves fewer
intermediate transactions than does the nonservice sector, one may underestimate the part of GDP related to the SE
(Feige (1986)). On the other hand, if the SE mostly includes simple economic activities with a relatively low value added
per unit of turnover, an overestimation of the SE is likely. Di�erences in saving rates between incomes earned in the
SE and outside the SE, and, in general, between incomes obtained in cash and non-cash forms, may also lead to biased
estimates of the SE from the CDA model.
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simply because of lower taxes and high popularity of card payments). We estimate this level as an
average of the four lowest levels of SE measured by statistical o�ces in OECD countries7. By adding
the above calculated average (equal to 1.95% of the o�cial GDP8) to the initially obtained estimates
of the shadow economy, we arrive at the �nal estimates of the overall SE.

To sum up, our key contributions to the literature on the CDA and SE estimation include: (i) the
inclusion of the variables related to card payment system, (ii) calibration of the lowest possible level
of SE instead of considering an implausible scenario of a non-existent zero tax economy, (iii) avoid-
ing common misspeci�cations of the currency demand equation and (iv) avoiding some controversial
assumptions as regards the velocity of money.

2.2 MIMIC

The second dominant approach to SE measurement is based on MIMIC � Multiple-Indicators Multiple-
Causes model � and is in fact a special case of structural equation modelling (SEM) approach. The
SEM implementation involves de�ning a latent variable � the shadow economy � driven by Q causes
and driving P consequences (indicators). This yields P + 1 linear equations with normally distributed
error terms.

The approach has been carried forward in an almost unchanged form since the seminal contribution
by Zellner (1970). The statistical model put forward by Zellner contained P = 2 indicators, one of
which was referred to as an observable proxy of the latent variable. This is why Zellner speci�ed the
respective measurement equation as an equality betweeen the 'proxy' indicator and the sum of the non-
observable variable plus a Gaussian error, obtaining a just-identi�ed model. He leaves the identi�cation
issue without further discussion. The example provided by Zellner involved the permanent income as
the latent variable and the observable income as the indicator. Intuitively, one could think of the latter
as a 'donor' of the long-term mean and (approximately) a scale to the former, which was implicitly
the case in that model. Breusch (2016) describes further development of MIMIC applications in the
�eld of psychometrics, where observable proxies were missing, but the resulting non-identi�cation of
the level and scale has not been a big problem from the perspective of the research objectives, because
the cardinal interpretation of the obtained �gures was generally not required.

The transfer of the MIMIC method into economics, and into shadow economy investigation in par-
ticular, was due to the pioneering works by Frey and Weck (1983) and Frey and Weck-Hannemann
(1984). It was followed by a strand of applications by David Giles (Giles (1999a), Giles (1999b), Giles
(2000), Giles and Tedds (2002)) and, more recently, a massive body of papers by Friedrich Schnei-
der and co-authors (i.a. Dell'Anno and Schneider (2003), Schneider (2005), Bajada and Schneider
(2005), Schneider (2006), Schneider (2007), Dell'Anno and Schneider (2009), Schneider et al (2010),
Schneider (2016)), as well as other researchers (see e.g. Trebicka (2014)). Giles (1999b) refers to the
non-identi�cation issue as follows: "some sort of extraneous information is needed to calibrate the
index so that we can then construct a cardinal timepath of the underground economy". Bajada and
Schneider (2005) put it di�erently: "the model requires a benchmark estimate derived from an alter-
native methodology. Typically, the currency demand approach is used to provide this benchmark."
While most of the papers admit the caveat of under-identi�cation, they appear to heavily downplay
its impact on the measurement results.

7These countries are: Norway, Canada, the Netherlands, and the United Kingdom (the Netherlands and the United
Kingdom had the same shadow economy level according to the statistical o�ces, so we used the average of 4 countries,
instead of 3). For these countries, the respective values of x1,n,t and x2,n,t from equation (1) are close to the best
observable levels of x1,n,t and x2,n,t. The data is for 2009 and comes from the Gyomai and van de Ven (2014). The
estimates of statistical o�ces are based, among other things, on the national accounts data, the labour market data and
on special consumer surveys.

8Importantly, the 1.95% �gure is only an approximation of the 'natural' level of the shadow economy that can be used
in the case of all the countries included in our sample. As such, it should not be treated as the �nal shadow economy
estimate for Norway and the United Kingdom, which are included in our sample as well. Later on, we obtain the shadow
economy estimates for these countries using, i.a., the approach described in this subsection.
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The literature mentioned above has been facing a lot of well-deserved criticism, from i.a. Breusch
(2005c, 2016), Smith (2002), Hill (2002), Feige (2016a,b) and Kirchgässner (2016). This criticism can
generally be grouped into three main areas. Firstly, it is related to the way in which the MIMIC
framework has been applied, including non-compliance with the academic standards of transparency
in exposition, replicability or conservatism in formulating conclusions. While sharing the scepticism of
Feige (2016b) and Breusch (2016), we do not intend to �esh out these arguments, since the key points
have already been made by the quoted authors. Secondly, some researchers � e.g. Feige (2016b) �
appear to be sceptical about the very idea to apply the model-based appraches to the shadow economy
measurement. However, even acknowledging the advantages of survey- or micro-based approaches
(such as Lichard et al (2012)), one must admit that model-based approaches remain superior on the
grounds of cost-e�ciency for day-to-day policymaking.

This is why, in our view, the third stream of criticism deserves more attention and a constructive
contribution. It involves the speci�cation, identi�cation and estimation issues related to the particular
applications of the MIMIC approach. The identi�cation issue, exposed throughout the rest of this
subsection, appears to be the fundamental one. Our proposal to handle this problem is demonstrated
in Section 3.

Technically, the MIMIC model consists of two equations. The �rst is the de�nition of the latent
variable as a function of the vector xt = [x1

t , ..., x
Q
t ]′ encompassing the causes of SE:

ηt = γ′ · xt + εt. (4)

γ is a Q× 1 vector of unknown coe�cients and εt ∼ N(0, σ2
ε ).

The second (matrix) equation links the unobserved variable to the vector yt = [y1
t , ..., y

P
t ]′ encompass-

ing the consequences (indicators) of SE:

yt = λ · ηt + εt, (5)

whereby λ is a P × 1 vector of unknown coe�cients and εt ∼ MVN(0,Σε). This, along with Φ � as
the variance-covariance matrix of xt � completes the description of the statistical model.

The usual approach to estimate γ � which in turn allows to estimate η̂t � is to combine equations (4)
and (5) into a reduced-form system:

yt = λ · γ′ · xt + λ · εt + εt. (6)

Note that the composite error term in (6) has a multivariate normal distribution with (vector) zero
mean and the following variance-covariance matrix:

E[(λ · εt + εt) · (λ · εt + εt)
′] = λ · λ′ · σ2

ε + Σε. (7)

It must be emphasized that this derivation is based upon the independence assumption between εt
and εt.

The reduced form estimates of the structural parameter matrix λ · γ′ and variance-covariance matrix
λ ·λ′ ·σ2

ε +Σε involve, respectively, a P ×Q matrix of coe�cients (of rank 1) and a P ×P reduced-form
variance-covariance matrix. Some authors apparently use a constrained, diagonal version of Σε, but
are usually not explicit about that (Dell'Anno and Schneider (2009) being a noteworthy exception of
declaring that assumption). It must be stressed that the presence (or absence) of this constraint may
be critical for the obtained results, as we assume (or not) that the latent variable, i.e. the shadow
economy, is (or is not) the only source of comovements within the set of indicators. The viability of this
assumption can only be discussed on the grounds of economic judgement for a given set of indicators;
however, it is not unusual in the literature to include the GDP growth rate and the unemployment rate
in the set of indicators, and their obvious cyclical correlation is de�nitely not limited to the impact of
the shadow economy as a common factor.
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However, even with the diagonal version of Σε, the identi�cation is not ensured, either. Looking at
the structural parameters, one can notice that the product of θ · λ and 1

θ · γ yields λ · γ for any real,
non-zero value of θ. The just-identifying condition is to restrict a single element in λ or γ and it is
customary in the literature to impose the Zellner-like normalizing constraint on a single element of
λ. Nevertheless, this solution is imperfect for our purposes because � as opposed to Zellner (1970) �
in the SE analysis we usually do not have an observable proxy of SE in our observable dataset. An
alternative � mentioned by Schneider et al (2010) and provided by the lavaan package in R � is to
restrict σ2

ε to some speci�c value, but this solution is even worse � as the economic interpretation or
justi�cation for such a restriction would be extremely challenging.

Note that the identi�cation problem is, in fact, twofold. Firstly, the de-meaned variables xt and the
zero-mean error term εt yield the expected value of zero for ηt from equation (4). Many authors use
external studies to anchor the 'index' produced by the MIMIC model (η̂t = γ′ · xt), either in an
additive or multiplicative way (the latter approach appears to be dominant). This is necessary to
deliver economically meaningful results, but unrelated to the previously discussed identi�cation issue,
which still remains unsolved. While the restriction on an element of λ does solve the problem, it implies
the variance of the SE measurement result. If that variance is too high, the estimated SE may run into
negative regions and some authors (including many of the cited Schneider's works) defend themselves
against that by adding an arbitrary constant in the course of transformations. This operation is, in
fact, over -identifying and, if we take into account an arbitrary source of the constant, can be seen
as avoidable and unnecessary. The combination of multiple ad hoc adjustments (restriction on some
λ, anchoring point, adjusting by a constant), as documented by Breusch (2016), can sooner or later
become untracable and highly dependent on functional forms as these adjustments interact. All in all,
the �nal interpretation of a modi�ed η̂t can be far from straightforward.

The statistical model discussed above serves as a workhorse framework in the related literature and is
hardly ever scrutinized in detail (with a notable exception of Breusch (2016)). Some of Schneider's ap-
plications exploit the so-called DYMIMIC model, expanding equation (4) by an additional component
λQ+1 · ηt−1. Also, Ruge (2010) introduces a multi-layer latent structure in which the shadow economy
is a latent variable, explained by a number of more speci�c latent variables (e.g. development level,
administrative system and constitutional values � all of them unobserved and described by observable
causes). While both approaches are interesting, neither solves the fundamental identi�cation problems
discussed here.

In the next section, we present our proposal of handling the problems outlined above, based on the
following underlying principles:

• MIMIC is a con�rmatory (rather than exploratory) statistical technique. As pointed out by
Kirchgässner (2016), it is not valid to conclude that a variable has been found as a statistically
signi�cant determinant of the shadow economy. In fact, like many latent variable models applied
with the intention to measure a non-observable phenomenon, one relies upon the assumption
that some dependency does exist. Likewise, to measure the output gap via Kalman �ltration
technique, one normally assumes the validity of the Phillips curve to read the output gap with
the support of the observable in�ation rate.

• MIMIC is of very limited use as a standalone measurement tool, and a statement like "shadow
economy estimated from a MIMIC model" is in fact meaningless. To understand the source of
the estimate, the reader is referred through a jungle of references to other studies (often previous
MIMIC applications) to reach � after some journey through time, regimes, samples and tools �
some CDA estimate of SE level. This is probably why some authors, like Pickhardt and Pons
(2006), opt for a joint application of CDA and MIMIC. Nevertheless, their estimation strategy
does not appear to reap all the bene�ts from a complex statistical model: the authors put
together the reduced form of MIMIC model (equation (6)) and the money demand equation and
use the seemingly unrelated regressions method to estimate the parameters of both models. As a
consequence, the e�ciency of the estimation may be improved due to the inclusion of correlation
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between the CDA residuals and the MIMIC reduced-form residual vector, but the identi�cation
issues remain unsolved.

• Referring to external studies is largely inconvenient from the perspective of statistical uncertainty
assessment. This is yet another reason to reject the MIMIC model as a self-contained tool being
'just' fed by external information; in fact, it turns out to be no more than a �ne-tuning device
(see Feige (2016a)). As a result, any evaluation of the statistical uncertainty around the shadow
economy estimate, based on a MIMIC model, neglects the real sources of such an uncertainty,
whose magnitude is essentially determined outside this model (and not carried forward into the
model).

3 New approach: hybrid CDA-MIMIC model with a 'reverse

standarization' identi�cation scheme

We propose to merge the CDA and MIMIC model into a single statistical model that enables a joint
inference on interpretable, economic parameters. More importantly, it provides an internally consis-
tent identi�cation scheme that allows us to avoid partial, non-systematic or even implicit identifying
assumptions for MIMIC. We explicitly provide the identi�cation procedure to the dataset structured
as a panel. Such a structure appears to be widely used in the previous literature, but a technical
discussion about the speci�c MIMIC implementation for the panel data has � to our knowledge � been
missing so far, at least in shadow economy applications.

Our procedure involves the following steps:

1. CDA estimation. Estimate a panel currency demand equation as f(x1,n,t,x2,n,t,x3,n,t, β̂) for
n = 1, ..., N countries over t = 1, ..., T periods (see: Subsection 2.1, step 1).

2. Extract country-speci�c SE estimates from CDA. Compute the country-speci�c means
µη,n(β̂) and variances ση,n(β̂) for n = 1, ..., N countries (see: Subsection 2.1, steps 2-4).

3. Use MIMIC with re-formulated identifying restrictions. While using the model (4)-(5),
we rearrange the structural parameters of the model to render them just-identi�ed by the intro-
duction of CDA-based information on µη = [µη,1, µη,2, ..., µη,N ]′ and σ2

η = [σ2
η,1, σ

2
η,2, ..., σ

2
η,N ]′

from the previous point, instead of directly restricting any element of γ, λ or Σε. Since the
identi�cation is achieved through the provision of these two vectors � the mean and the variance
� we describe this scheme as 'reverse (panel-speci�c) standarization'.

To see the last point, re-write equations (4)-(5) in a panel-speci�c form and with constants as:

ηn,t = µη,n + γ′ · xn,t + εn,t, (8)

where µη,n is a known, panel-speci�c constant equal to the expected value of ηn,t under demeaned xn,t

and zero-mean εn,t, and
yn,t = λ · ηn,t + εn,t. (9)

In this form, the structural model involves additionally N constants and a vector of N panel-speci�c
variances σ2

ε,n (rather than a scalar). The reduced form model, in turn, now reads as:

yn,t = λ · µη,n + λ · γ′ · xn,t + λ · εn,t + εn,t. (10)

There are as many new parameters on the reduced-form side as on the structural side (N elements of
the µη vector).

Calibrating µη is more advantageous than calibrating the anchoring level in a single, given, 'zero'
period. Both calibration scenarios are algebraically equivalent: instead of calibrating µ, we could
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equally calibrate the level at any speci�c point in time for every n (which could be seen as inspired by
the previous literature on MIMIC-based measurements). Our strategy, however, is superior in terms
of managing the statistical uncertainty arising at the CDA stage. Consider two calibration scenarios:

A. Based on the MIMIC approach with an uncalibrated constant, and with the CDA estimates at
hand, we set the base SE level for one period, say 0:

ηt = ηMIMIC
t + (ηCDA0 − ηMIMIC

0 ) = ηMIMIC
t + SE0 + v0 − ηMIMIC

0 (11)

whereby SE0 is the true level of the shadow economy and v0 is the measurement error from the CDA
model with, by assumption, zero mean and variance σ2

v .

B. Based on the MIMIC approach with an uncalibrated constant, and with the CDA estimates at
hand, we set the overall SE level on the basis of panel-speci�c means for CDA estimates:

ηt = ηMIMIC
t + (ηCDA − ηMIMIC) = ηMIMIC

t + SE + v − ηMIMIC . (12)

Scanning the right-hand sides of (11) and (12) for the sources of uncertainty generated in the CDA

model, we �nd v0 with the variance σ2
v in A and v with a lower variance equal to

σ2
v

T in B.

In the time series setup (see Subsection 2.2), one parameter was missing in the structural form, which
may have been identi�ed via calibrating σ2

ε . In the panel setup, in which we intend to calibrate a
vector of panel-speci�c variances of ηn,t, we have to set a vector of panel-speci�c variances of εn,t in
equation (8). This way, we can expand the panel-speci�c variance of the SE (calibrated from CDA)
as:

σ2
η,n

∆
= V ar(ηn,t) = V ar(ΣPp=1γp · xp,n,t + εn,t)

= ΣPi=1ΣPj=1γiγjCov(xi,n,t, xj,n,t) + σ2
ε,n = γ′ ·Φ · γ + σ2

ε,n.
(13)

where Φ denotes the variance-covariance matrix of the causes (xt). The equality in the �rst line above
uses the assumption of independence between εn,t and xn,t. It is straightforward to see that this
implies the following restriction on the panel-speci�c variances σ2

ε,n for n = 1, ..., N :

σ2
ε,n = σ2

η,n − γ′ ·Φ · γ. (14)

De�ne en,t
∆
= λ · εn,t + εn,t as the reduced-form error. In analogy to equation (7):

Σe,n
∆
= V ar(en,t) = λ · λ′ · σ2

ε,n + Σε. (15)

We assume Σε to be diagonal. As discussed before, this might be a strong assumption or not, depending
on the speci�c set of indicator variables yt. With the speci�c set of indicators considered in Section
4, we regard this assumption as valid, but it may further be explored in the future research.

Let us now stack the reduced-form residuals into a single vector of length N · T · P ,
e = [e1,1

′, e1,2
′, ..., e1,T

′, ..., ..., ..., ..., eN,1
′, eN,2

′, ..., eN,T
′]′. The variance-covariance matrix of e equals:

Σe =



Σe,1
. . .

Σe,1
. . .

. . .

. . .

Σe,N
. . .

Σe,N



(16)
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The FIML log-likelihood is then maximized as:

logL = −Q ·N · T
2

· ln(2 · π)− T ·N
2
· ln|Σe| −

1

2
· ΣTt=1ΣNn=1(en,t

′ ·Σe,n−1 · en,t) (17)

Note that logL(λ,γ) = logL(−λ,−γ) when using demeaned data. These two vectors are, hence,
jointly identi�ed up to sign. However, equations (8)-(9) may serve as a basis for economic discrimination
between the two optima as λ (alone) implies the signs of the average contributions of the shadow
economy to the expected values of yn,t. This issue is a common feature of both (i) our approach
and (ii) the variance-based identi�cation scheme with a predetermined σ2

ε in the time series setup.
However, we have found no information about the resolution techniques for this issue in the standard
software (e.g. lavaan package), which means that one should be aware and cautious using the available
software tools.

As emphasized by Breusch (2016), there is no guarantee that some point estimates of variances in the
model � whether implicitly or explicitly � do not become negative. As opposed to FIML, the use of
other estimation methods � such as LIML or covariance matrix �tting functions � does not always allow
us to prevent that possibility explicitly. Yet, the estimation by FIML also requires some modi�cations.
There are, in principle, three types of variances considered:

• panel-speci�c variance of the latent variable, σ2
η,n � implicit in the previous literature, often

not reported and sometimes likely to be negative; it is calibrated at a positive level in our
identi�cation strategy of reverse panel-speci�c standarization;

• variable-speci�c variances of the measurement errors as the diagonal elements of Σε � the pos-
sibility of their negative values is not blocked in general, but it is relatively easy to implement
under FIML procedure maximizing (17) because this function is formulated explicitly in terms
of Σε (managable for constrained optimization engines);

• panel-speci�c variances of the error terms in the shadow economy equation, σ2
ε,n.

The positive sign of the last group is the most di�cult to ensure, as the vector of constrained variances
σ2
ε,n is a function of other model parameters and, consequently, the likelihood function is not formulated

directly with respect to σ2
ε,n. As a result, we use equation (14) to restrict the right-hand side as positive.

In this way, we ensure the positive sign of all the variances in the above-mentioned group � to our
knowledge, and in line with Breusch (2016), this issue is disregarded by other authors.

Negative variances are not purely a numerical artifact to avoid; in fact, they carry an important
message in the modelling process. To see it, consider again a special case of equation (14) speci�ed for
two indicators, one of which has a negligibly low variance and is orthogonal to the other. As a result,
for n-th country in the panel, one can approximate the n-th row of (14) as σ2

ε,n ≈ σ2
η,n − γ2

1 · Φ1,1, as
a relationship between the variance of the error term from the shadow economy equation (left-hand
side), the variance of the shadow economy measure and the variance of the �rst cause (Φ1,1). If the
indicators were in a downward trend twice as strong as the upward trend of the �rst cause (and the
elements of λ were near unities), γ1 should intuitively take the value around −2. However, under
the constraint σ2

ε,n > 0, γ1 plays in fact two roles: apart from re�ecting the impact of the cause on
the shadow economy, it is the only parameter to keep the non-negativity constraint on σ2

ε,n ful�lled,
if the variance of the cause exceeds the (given) variance of the latent variable. As a result, if the
model is evidently ill-speci�ed (e.g. when a very noisy variable is a cause and the linearly dependent
indicators are relatively persistent), the norm of γ may be forced into excessively low regions. From
the point of view of the reduced form parameters (cf. equation (10)), this should be compensated for
by an adequate, upward norm adjustment of λ. Note, however, that this adjustment is not neutral
from the perspective of extracting the SE estimate, because λ, as opposed to γ, is not participating
in the subsequent calculation of ˆηn,t = µn + γ′ · xn,t. Consequently, the time path of η̂n appears to
be �at around the mean when the norm of γ is low. This issue is further discussed with the use of an
empirical example in Section 4.
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Our estimation procedure that addresses the aforementioned issues consists in the following steps:

1. Obtaining the starting values. We use the R package lavaan to obtain the starting values
for an unconstrained version of the MIMIC model, with a unity restriction on σ2

ε .

2. Verifying the starting values. If σ2
ε,n for every n = 1, ..., N is positive and Σε is semi-positive

de�nite (with positive variances on the diagonal), the estimated values of γ, λ and Σε can be
treated as valid starting values.

3. Correcting the starting values, if needed. Otherwise, γ is iteratively multiplied by a scalar
value <1 until all the σ2

ε,n become positive (with an additional, one-o� multiplication after the
last σ2

ε,n has been brought to a positive range, to ensure a correct start of the numerical procedure
further away from the border of the feasible range).

4. Maximization. Function (17) is maximized by the constrained maximization procedure, taking
into account the lower bounds on Σε. Whenever any element of the right-hand side of (14)
becomes non-positive, the likelihood is penalized with an additional, large (in absolute terms),
negative value. To avoid numerical convergence problems under involved constraint equations,
we additionally introduce an additive, continuous penalty function in the proximity (δ) of the
border (see Figure 2).

5. Statistical inference. The standard errors are computed as the square roots of the diagonal
elements in the inverse Hessian matrix.

Figure 2: Likelihood correction in maximum likelihood estimation of the MIMIC model.
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Source: authors' own elaboration.

Note that this technique of computing the standard errors does not allow us to evaluate all of them
under constrained optimization. When the constraint is binding for a subset of parameters and the
likelihood function is not concave with respect to these parameters at the constrained maximum, the
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diagonal elements are negative and the roots cannot be computed. Note that this does not a�ect the
binding constraints with concave likelihood function at the maximum (there is some numerical margin
for the Hessian evaluation as the zero constraint is in practice implemented as zero plus a small positive
number).

4 Empirical results: estimation of the shadow economy

4.1 Results of the currency demand analysis

In line with the approach from general to speci�c, we begin our analysis with a CDA model including a
broad set of explanatory variables. Since the choice of the estimation technique of the currency demand
model can have a substantial e�ect on the obtained shadow economy estimates, we have tested various
approaches. The resulting CDA models, estimated for the sample 2005q1-2015q4 for 26 countries, are
presented in Table 2.

We start with the Least Squares Dummy Variable (LSDV) model. Next, to verify and manage the
problems of heteroscedasticity, autocorrelation and cross-sectional dependence of error terms, indicated
by statistical tests and graphical analysis of the residuals, we use a few additional techniques. Firstly,
we apply the LSDV estimator with standard errors corrected, as in Driscoll and Kraay (1998) (LSDV-
DK), taking into account all the mentioned sources of ine�ciency in the assessment of the variables'
statistical signi�cance. Secondly, we use the set of Feasible Generalized Least Squares estimators.
FGLS denotes an estimator that assumes heteroscedastic error structure, whereas the FGLS-AR and
FGLS-PSAR assume additionally common AR(1) and panel-speci�c AR(1) autocorrelation structures,
respectively.

For di�erent estimators, most variables exhibit the expected signs of coe�cients. For the LSDV
estimator, the analysed variables are statistically signi�cant at the 0.1 level, with an exception of Real
deposit rate, Employment in agriculture and Domestic credit. With the use of Driscoll-Kray standard
errors Unemployment, Taxes and social conributions and Cards per capita become insigni�cant. Yet,
since this nonparametric estimator is based on large T asymptotics (and our number of periods in
the panel is limited) and the estimation ine�ciency problem is left unsolved, we prefer to use various
versions of the Feasible Generalized Least Squares estimators. For FGLS estimator, all the regressors
except Employment in agriculture are statistically signi�cant, while for FGLS-AR and FLGS-PSAR,
some of them lose the signi�cance.

There are three striking observations. The �rst one is that Taxes and social contributions, apart from
the case of the LSDV and FGLS estimator, does not signi�cantly in�uence the dependent variable.
This is a very interesting �nding, bearing in mind that a substantial part of the CDA literature was
built upon the assumed positive impact of this variable on the shadow economy. Since the growth of
SE may lead to a decline in the value of this variable, one may argue that this regressor is to some
extent endogenous. Yet, our attempt to model its in�uence with its lags as instruments (not presented
in the paper) did not change the obtained results. In consequence, we concluded that probably a more
nuanced picture is required: it may be the willingness to pay taxes (proxied by Rule of law) and tax
system complexity (proxied by Tax time) rather than the e�ective level of taxation that a�ect the
shadow economy. Both of these variables are very robust determinants in our models and exhibit the
expected signs of coe�cients; as such, both can also be correlated with other variables (like tax level)
and just take over the task of explaining the dependent variable. The second intriguing observation
is that Terminals per card variable is either statistically insigni�cant (FGLS-AR) or has a positive
sign (other estimators) which may stem from the correlation of this variable with other regressors,
especially the number of cards per capita, and the unexpected sign for Terminals... serves the purpose
of o�setting the magnitude of the coe�cient for Cards.... The third interesting fact is a positive sign of
the Real deposit rate variable. However, it may be explained by the fact that a rise in the deposit rate
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Table 2: Estimated currency demand model with all the considered explanatory variables

LSDV LSDV-DK FGLS FGLS-AR FGLS-PSAR
Unemployment 0.0966** 0.0966 0.1495*** 0.0559 0.0919***

(0.044) (0.415) (0.000) (0.153) (0.008)

Taxes and social
contributions

-0.1249** -0.1249 0.0988*** 0.0232 0.0130

(0.041) (0.258) (0.004) (0.212) (0.427)

Tax time 0.0084*** 0.0084*** 0.0076*** 0.0050*** 0.0057***
(0.000) (0.000) (0.000) (0.000) (0.000)

Rule of Law -3.9432*** -3.9432*** -2.9796*** -1.7471*** -1.3584***
(0.000) (0.003) (0.000) (0.002) (0.007)

Real PPS GDP
per capita

-0.0017*** -0.0017** -0.0009*** -0.0007*** -0.0006***

(0.000) (0.014) (0.000) (0.000) (0.000)

Cards per capita -1.0901* -1.0901 -1.4912*** -2.4582*** -1.7917***
(0.069) (0.149) (0.000) (0.000) (0.000)

Terminals per
card

244.9463*** 244.9463*** 139.0131*** 44.6276 61.1283*

(0.000) (0.003) (0.000) (0.153) (0.052)

Real deposit rate 0.0425 0.0425 0.1693*** 0.0933*** 0.0907***
(0.427) (0.320) (0.000) (0.007) (0.005)

Consumer Price
Index

0.2057*** 0.2057*** 0.2308*** 0.1421*** 0.1365***

(0.000) (0.005) (0.000) (0.000) (0.000)

Employment in
agriculture

-0.0350 -0.0350 0.1033 0.1065 0.1529**

(0.677) (0.829) (0.125) (0.189) (0.034)

Domestic credit -0.0127 -0.0127 -0.0172*** -0.0195*** -0.0180***
(0.185) (0.201) (0.000) (0.000) (0.000)

Observations 796 796 796 795 795

Number of coun-
tries

26 26 26 25 25

Source: Authors' elaboration. The table does not present estimates for the constant, �xed e�ects and
a dummy variable controlling for structural changes in the dependent variable in Romania in
2007-2008. p-values in parentheses, * p<0.1, ** p<0.05, *** p<0.01. See Table 3 for the list of
countries.

may be related to a shift from current deposits into term deposits (decline in the denominator of the
dependent variable � M1), with a weaker shift from cash into term deposits (decline in the numerator
of the dependent variable).

Additionally, we have tested a new broad-based index of �nancial development of the International
Monetary Fund (see Svirydzenka, 2016) as an alternative regressor to Domestic credit. This new
variable was statistically insigni�cant in our estimations, which may suggest that once we control for
the development of the electronic payment system, it is the prevalence of credit that matters for the
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use of cash, rather than other aspects of the �nancial development.

We present the shadow economy estimates obtained on the basis of the FGLS model in Table 3. They
will be further compared with the models without the problematic variables described above.9

Table 3: Estimates of the shadow economy on the basis of the FGLS regression with �xed e�ects for
26 countries, assuming heteroskedastic, but uncorrelated error structure (FGLS model)

No. Country name
Size of the shadow economy (% of GDP)

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

1 Albania 14.9 14.8 14.6 14.3 14.5 14.4 14.7 14.6

2 Armenia 16.2 15.9 14.8 14.1 14.0 13.9

3 Bosnia & H. 17.3 17.9 18.0 17.6 17.2 17.4 17.8

4 Brazil 29.4 29.4 29.5 29.6 29.4 29.9

5 Bulgaria 15.2 14.9 14.7 14.5 14.2 14.7 14.0 13.9 14.3 14.0 14.2

6 Costa Rica 9.9 10.1 9.8 9.6 9.3 9.3

7 Croatia 11.6 11.4 11.3 11.5 11.9 12.2 12.3 12.3 12.6

8 Czechia 14.5 13.5 13.1 12.7 10.5 10.3 10.1 9.0 9.0 8.4 8.6

9 Denmark 6.8 6.3 6.2 6.1 6.4 6.7 6.7 6.9 6.8 6.4 6.1

10 Hungary 10.5 10.2 10.6 10.6 11.4 11.1 11.1 11.7 11.7 11.6 12.0

11 Indonesia 11.6 11.5 11.0 10.8

12 Israel 9.2 8.9 9.0 8.9 8.6 8.3

13 Jamaica 14.1 14.0 13.9 13.9 13.5 13.3

14 Macedonia 16.1 15.4 14.9 14.8 14.7 14.3 13.7 13.9

15 Moldova 13.1 12.8 12.7 12.4 11.8

16 Morocco 13.0 12.6

17 Norway 5.4 5.0 4.9 4.7 4.9 4.9 4.9 4.7 4.5 4.1 4.3

18 Poland 13.8 13.4 12.8 11.9 11.3 11.0 10.6 10.5 10.4 10.2 10.0

19 Romania 11.6 11.6 11.6 11.1 11.0 11.2 11.3 11.3 10.9 10.5 10.6

20 Russia 13.9 13.7 13.1 12.7 12.4 12.3

21 Serbia 15.5 15.7 16.1 15.6 14.5 14.0

22 Sweden 7.4 7.0 6.6 6.4 6.6 6.6 6.4 6.4 6.3 6.2 5.9

23 Switzerland 3.8 4.0 3.7 3.8 4.1 4.1 4.1 3.9 3.9 3.4 3.6

24 Tanzania 10.0

25 Turkey 11.7 11.5 11.5 11.9 11.7 11.7 11.5 11.5 11.7 12.1

26 UK 5.4 5.0 5.2 5.4 5.3 5.4 5.8 5.6 5.6 4.7 4.9

Source: Authors' elaboration.

9Note that the SE estimates are presented as % of total GDP (including our estimates of SE) and without additional
transformation (see further) should rather not be compared with the estimates of statistical o�ces which are expressed
in terms of % of o�cial GDP (GDP �gures published by these institutions). In particular, one should not calculate the
monetary value of SE by multiplying our estimates from Table 3 by o�cial GDP �gures.
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4.2 Sensitivity of the currency demand analysis

To investigate the sensitivity of the currency demand analysis, we reestimate our CDA model with
FGLS and FGLS-AR estimators after removing the Taxes and social contributions, Terminals per

card and Employment in agriculture variables, which were statistically insigni�cant for the FGLS-AR
estimator. The results are shown in Table 4. The removal of the variables allowed us to include 43
countries (instead of 26) in a more parsimonious version of our model speci�cation (estimates for both
groups of countries are presented in Table 4). However, the extension of the sample did not have a
strong impact on the results � the only exception is that in the FGLS-AR approach, the unemployment
rate becomes statistically insigni�cant. In comparison with the previous model (that included the three
dropped variables, see Table 2), the signs and the statistical signi�cance of the respective coe�cients
are the same, with the absolute values roughly similar. This altogether suggests a certain degree of
the robustness of our model speci�cation.

Table 4: Estimated CDA models � alternative parsimonious speci�cations

FGLS26 FGLS26-AR FGLS43 FGLS43-AR

Unemployment 0.1555*** 0.0460 0.1757*** 0.0583
(0.000) (0.238) (0.000) (0.111)

Tax time 0.0057*** 0.0045*** 0.0061*** 0.0047***
(0.000) (0.000) (0.000) (0.000)

Rule of Law -4.0446*** -2.1299*** -3.6632*** -2.1082***
(0.000) (0.001) (0.000) (0.000)

Real PPS GDP per capita -0.0009*** -0.0007*** -0.0005*** -0.0007***
(0.000) (0.000) (0.004) (0.000)

Cards per capita -2.4315*** -2.9468*** -2.1785*** -2.4520***
(0.000) (0.000) (0.000) (0.000)

Real deposit rate 0.0741** 0.0626* 0.0880*** 0.0704**
(0.016) (0.063) (0.001) (0.019)

Consumer Price Index 0.1613*** 0.1067*** 0.1786*** 0.1203***
(0.000) (0.007) (0.000) (0.000)

Domestic credit -0.0293*** -0.0247*** -0.0300*** -0.0259***
(0.000) (0.000) (0.000) (0.000)

Observations 848 848 1152 1152

Number of countries 26 26 43 43

Source: Authors' elaboration. The table does not present estimates for the constant, �xed e�ects and
a dummy variable controlling for structural changes in the dependent variable in Romania in
2007-2008. p-values in parentheses, * p<0.1, ** p<0.05, *** p<0.01. See Table 5 for the extended
list of countries.

The shadow economy estimates based on the FGLS model without the three variables for 43 countries
are presented in Table 5. We can observe that in 20 out of 26 cases, the shadow economy estimates
based on the more parsimonious speci�cation were higher than in the baseline model presented in
Subsection 4.1, albeit the di�erences were rather small. Only in 5 cases did the estimates di�er by
more than 3% of GDP (across the comparable panel), i.e. changes in speci�cation and the sample size
have limited e�ect on the shadow economy estimates. One should notice, however, that the change
of the estimation procedure to FGLS with a common autoregressive coe�cient and heteroscedasticity
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correction, presented in Table 6, yields generally lower SE estimates across the panel. In addition,
this di�erence (in comparison to the results based on FGLS model) is nonnegligible, amounting, on
average, to 3.4% of GDP. However, the results are robust in two other aspects: the relative position of
the analysed countries remains relatively stable and the developments in SE over time are consistent.

The group of �ve countries with the lowest values of SE remains the same (Norway, Switzerland,
Denmark, Sweden and the United Kingdom) irrespective of all the changes to the speci�cation, sample
size and estimation method. Comparing the group of countries with the largest SE is more di�cult,
because some of the countries in this group have been added to the model after reducing the set of
explanatory variables in the CDA speci�cation. However, we can observe that Brazil, Bosnia and
Herzegovina, Serbia, Macedonia, Armenia and Albania exhibit the largest shadow economy in the
comparable panel. Further instances of high shadow economy measurements can be observed in the
extended panel and include Bolivia, Nigeria, Angola and Mozambique.

Table 5: Estimates of the shadow economy on the basis of the FGLS regression with �xed e�ects for
43 countries, assuming heteroscedastic, but uncorrelated error structure (FGLS43 model)

No. Country name
Size of the shadow economy (% of GDP)

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

1 Albania 17.6 17.3 17.1 16.7 16.9 16.9 17.4 17.0 16.9

2 Armenia 18.8 18.5 17.5 16.7 16.7 16.7

3 Bosnia & H. 18.4 19.1 19.1 18.6 18.2 18.4 18.8

4 Brazil 26.9 26.8 26.9 27.0 26.9 27.4

5 Bulgaria 16.3 16.0 15.5 15.4 15.3 16.0 15.6 15.5 15.6 15.2 15.1

6 Costa Rica 11.7 11.9 11.7 11.3 11.1 10.9

7 Croatia 12.7 12.4 12.3 12.6 12.9 13.1 13.2 13.2 13.4

8 Czechia 14.0 13.1 12.7 12.4 10.7 10.5 10.1 9.2 9.3 8.6 8.5

9 Denmark 4.8 4.5 4.4 4.5 5.0 5.3 5.2 5.4 5.3 4.4 4.5

10 Hungary 10.6 10.2 10.3 10.4 11.3 11.2 11.2 11.7 11.7 11.5 11.7

11 Indonesia 15.6 15.6 15.3 15.1 14.5 14.3

12 Israel 9.6 9.2 9.5 9.4 8.9 8.5

13 Jamaica 16.3 16.2 16.1 16.0 15.6 15.3

14 Macedonia 20.0 19.4 18.6 17.9 17.7 17.5 17.3 16.8 16.1 16.2

15 Moldova 14.7 14.6 14.4 14.0 13.9 13.2 13.9

16 Morocco 14.8 14.4 14.2 14.3 14.0 13.7

17 Norway 4.4 4.0 3.9 3.8 4.1 4.0 4.1 3.8 3.7 3.5 3.7

18 Poland 14.5 14.1 13.2 12.3 11.9 11.6 11.1 11.1 11.0 10.6 10.3

19 Romania 13.5 13.3 13.1 12.6 12.7 12.8 12.8 12.7 12.4 12.0 11.9

20 Russia 16.2 16.0 15.4 15.1 14.8 14.7

21 Serbia 16.8 17.2 17.6 17.1 15.6 15.2

22 Sweden 5.8 5.5 5.2 5.1 5.2 5.3 5.2 5.2 5.1 5.0 4.7

23 Switzerland 4.4 4.7 4.4 4.5 4.8 4.8 4.8 4.5 4.6 3.8 4.0
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24 Tanzania 13.9 13.6 13.5

25 Turkey 13.1 13.0 13.0 13.3 12.9 12.7 12.7 12.6 13.0 13.4

26 UK 5.6 5.0 5.3 5.4 5.5 5.4 5.9 5.7 5.7 4.6 4.8

27 Angola 18.1 18.0 18.1 18.1 17.7 17.4

28 Bangladesh 16.4 16.4

29 Bolivia 21.9 21.5 21.0 21.0 21.2 21.4

30 Cabo Verde 11.9 11.7 11.6 11.6 11.3 11.3

31 Cambodia 15.6 15.4 15.2 15.2 15.0 14.9

32 Chile 8.7 8.5 8.2 8.1 7.9 7.9

33 Dominican R. 17.5 17.6 17.5 17.1 16.5 16.4

34 Honduras 16.0 16.5 16.8 16.5 16.4

35 Malaysia 9.7 9.6 9.6 9.7 9.3 9.2

36 Mongolia 13.9 13.8

37 Mozambique 17.7 17.9 18.0 18.6 19.2 19.3

38 Nigeria 21.8 21.9 21.9 21.6 21.0 20.6

39 Pakistan 17.6 17.0 16.7 16.6 16.3 16.2

40 Rwanda 13.0 13.0 12.9 12.5 11.8 11.4

41 South Korea 7.8 7.6 7.4 7.5 7.5 7.5

42 Sri Lanka 13.1 13.0 13.0 13.3 13.0 12.3

43 Uruguay 10.9 10.9 11.1 11.2 11.1 10.9

Source: Authors' elaboration.

Table 6: Estimates of the shadow economy on the basis of the FGLS regression with �xed e�ects for 43
countries, assuming heteroscedastic error structure with a common AR(1) coe�cient of autocorrelation
(FGLS43-AR model)

No. Country name
Size of the shadow economy (% of GDP)

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

1 Albania 10.9 10.7 10.5 10.3 10.5 10.5 10.6 10.4 10.3

2 Armenia 11.6 11.4 10.7 10.3 10.1 10.1

3 Bosnia & H. 11.0 11.2 11.2 10.9 10.7 10.8 11.0

4 Brazil 19.3 19.3 19.3 19.4 19.3 19.6

5 Bulgaria 10.6 10.4 10.2 10.2 10.1 10.4 10.0 9.8 9.8 9.7 9.7

6 Costa Rica 7.5 7.6 7.4 7.2 7.0 6.9

7 Croatia 8.0 7.9 7.8 7.8 7.9 8.0 8.0 7.9 8.1

8 Czechia 9.7 9.0 8.9 8.7 7.3 7.1 6.8 6.2 6.2 5.8 5.8

9 Denmark 3.6 3.4 3.4 3.5 3.6 3.8 3.7 3.8 3.7 3.3 3.3

10 Hungary 7.1 6.8 6.9 6.9 7.3 7.2 7.2 7.5 7.5 7.5 7.6
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11 Indonesia 9.9 9.9 9.7 9.6 9.3 9.1

12 Israel 6.4 6.2 6.3 6.3 6.0 5.8

13 Jamaica 10.1 10.0 9.9 9.8 9.6 9.4

14 Macedonia 11.1 10.8 10.3 10.0 9.8 9.7 9.7 9.4 9.1 9.2

15 Moldova 9.3 9.2 9.1 9.0 8.9 8.5 8.9

16 Morocco 9.4 9.1 9.0 9.0 8.8 8.6

17 Norway 3.3 3.1 3.1 3.0 3.1 3.1 3.1 3.0 2.9 2.8 2.9

18 Poland 9.0 8.9 8.6 8.1 7.9 7.5 7.2 7.1 7.1 6.9 6.8

19 Romania 8.5 8.5 8.4 8.1 8.1 8.2 8.2 8.2 7.9 7.6 7.6

20 Russia 10.3 10.1 9.7 9.5 9.3 9.3

21 Serbia 10.1 10.1 10.3 10.1 9.4 9.1

22 Sweden 4.0 3.9 3.7 3.6 3.6 3.7 3.6 3.6 3.6 3.5 3.4

23 Switzerland 3.3 3.4 3.3 3.4 3.5 3.5 3.5 3.3 3.4 2.9 3.0

24 Tanzania 9.0 8.8 8.8

25 Turkey 8.3 8.2 8.2 8.3 8.1 8.1 8.1 8.0 8.2 8.4

26 UK 4.0 3.6 3.8 3.8 3.8 3.8 4.0 3.9 3.9 3.4 3.5

27 Angola 11.3 11.3 11.3 11.3 11.1 10.9

28 Bangladesh 10.7 10.6

29 Bolivia 14.6 14.4 14.1 14.1 14.2 14.3

30 Cabo Verde 7.5 7.4 7.3 7.3 7.2 7.1

31 Cambodia 10.0 9.9 9.8 9.8 9.7 9.7

32 Chile 5.9 5.8 5.6 5.6 5.5 5.5

33 Dominican R. 10.8 10.8 10.7 10.4 10.1 10.1

34 Honduras 10.2 10.4 10.6 10.4 10.3

35 Malaysia 6.5 6.4 6.4 6.5 6.2 6.2

36 Mongolia 8.7 8.7

37 Mozambique 10.3 10.5 10.5 10.9 11.2 11.2

38 Nigeria 14.2 14.3 14.3 14.2 13.9 13.7

39 Pakistan 11.4 10.9 10.6 10.6 10.4 10.3

40 Rwanda 8.4 8.4 8.3 8.1 7.7 7.4

41 South Korea 5.5 5.3 5.2 5.2 5.2 5.2

42 Sri Lanka 8.5 8.5 8.5 8.6 8.4 7.9

43 Uruguay 7.3 7.3 7.4 7.4 7.3 7.1

Source: Authors' elaboration.

We also compare our shadow economy estimates in di�erent variants with the non-observed economy
adjustments to the GDP made by the statistical o�ces for a few countries where such data was available
(see Table 7). In order to maintain the consistency of the presented results, we have recalculated our
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estimates so that they are expressed in % of o�cial GDP published by the respective statistical o�ces.

Table 7: Comparison of the shadow economy estimates of statistical o�ces and from the currency
demand models

Size of the shadow economy (% of o�cial GDP)

Ref. Year Statistical o�ces FGLS FGLS43 FGLS43-AR

Bulgaria 2014 9.9% 14.7% 16.2% 9.7%

Denmark 2012 1.5% 7.3% 5.6% 3.9%

Israel1 2014 5.2% 8.9% 9.3% 6.1%

Macedonia 2012 19.2% 13.9% 16.9% 8.7%

Moldova 2015 23.7% 10.2%3 12.3% 7.5%

Mongolia 2015 15.9% NA 13.5% 8.0%

Norway 2009 1.0% 5.1% 4.2% 3.2%

Poland 2014 13.3% 9.8% 10.3% 6.4%

Switzerland2 2012 1.3% 4.0% 4.7% 3.4%

Czechia 2015 10.1% 8.5% 8.4% 5.5%

Hungary 2009 10.9% 11.5% 11.4% 7.0%

Sweden 2011 2.8% 6.6% 5.3% 3.6%

UK 2009 2.3% 5.5% 5.7% 3.9%

Croatia 2015 6.9% 13.4% 14.4% 8.2%

1 Without illegal production.
2 Only prostitution and contraband are included.
3 Estimates for 2014.

Source: Authors' elaboration on the basis of data provided by statistical o�ces and Gyomai and
van de Ven (2014).

For half of the countries, our estimates are higher than the adjustments made by statistical o�ces,
but the di�erences are not substantial. Macedonia, Moldova, Mongolia, Poland and Czechia are
countries for which the adjustment made by the statistical o�ce exceeds all of our shadow economy
estimates, whereas adjustments made by the Bulgarian and Hungarian statistical o�ces are within
the range of our lowest and highest shadow economy estimates. One should interpret this comparison
with caution. Whereas certain manuals and guideliness on estimating the non-observed economy for
statistical o�ces do exist (see OECD (2002)), the applied approaches and the obtained coverage of the
estimates signi�cantly vary among the institutions.

While analysing the shadow economy estimates, it is worth pointing out that the applied CDA models
may to di�erent extents �t the data for di�erent (groups of) countries. Therefore, to obtain the most
reliable estimate of the shadow economy for a given country, it may be justi�ed to estimate a seperate
CDA model that would better explain the variation in the dependent variable for that speci�c country,
possibly taking into account its own characteristics, provided that su�ciently long time series exist
(which is usually not the case). In a heterogeneous panel, the presence of a country with a strikingly
high amount of cash in circulation unexplained by the panel regressors can manifest itself by the
presence of a positive outlier among the �xed e�ects, αn, and would call for additional veri�cation. In
our models, this does not appear to be the case, however: the di�erence between the maximum and
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the minimum of αn corresponds to 3.4 standard deviations in the 26-country model and to 5.2-5.4 in
the 43-country models.

4.3 Results of the MIMIC modelling

We begin our MIMIC analysis with the selection of the set of variables that are likely to be the causes
and consequences of the shadow economy. Similarly, as in the CDA approach, we treat Unemployment,
Taxes and social contributions, Rule of Law and Tax time as the variables that a�ect the size of the
shadow economy: those variables constitute the causes in our model. Furthermore, we include the
Electronic payments value to GDP as another cause variable to account for the potential e�ects of
card payments on the shadow economy (card payments leave electronic trace, making it more di�cult
to keep particular transactions unnoticed by the authorities)10. Inspired by the electricity demand
approach to the shadow economy measurement, we also use Electricity share as one of our indicators,
i.e., variables that are a�ected by the shadow economy size. This is based on an assumption that an
increase in the value of the shadow economy should be accompanied, at least to some extent, by a
growth in the electricity consumption per unit of o�cial GDP. Furthermore, we also use the shadow
economy estimates from di�erent CDA models (CDA esimate) as another indicator, which might be
seen as an analogue of cash intensity indicators used in the previous MIMIC literature. Due to limited
availability of the comparable data (i.e., with coherent statistical de�nitions) on the value of card
payments and electricity consumption, we have limited the MIMIC sample to 17 countries.

Next, we estimate two sets of MIMIC models:

1. The �rst set (Table 8) is estimated using the readily available lavaan package in R, developed
by Rosseel (2012) (further referred to as lavaan, or the unrestricted MIMIC). In this case, we
use the identifying assumption that the variance of the residuals in the latent variable equation
equals 1 (i.e. we set σε = 1 in equation (4)). The results included in Table 8 expose the previously
discussed problem of negative variances. In all the variants, the �rst diagonal element of the Σε
matrix is negative, which means that residuals of the equation explaining the CDA estimate have
a negative variance. Table 8 contains the corresponding results obtained for di�erent variants of
the CDA estimate indicator variable (we use three CDA models from Subsection 4.1 and 4.2).
As stressed before, the standard MIMIC model allows us to calculate only a demeaned, scaleless
series representing the changes in the value of the latent variable (shadow economy). In order
to obtain the levels of the non-obseved economy (expressed in % of GDP), we need to use the
estimates of means and strandard deviations of SE from the CDA models. In the case of standard
MIMIC models based on the lavaan package, we perform a post-estimation transformation of
η̂n,t (multiplication by standard deviation and adding the mean) to ensure consistency with the
CDA-derived level and scale. Note that this adjustment can be inaccurate, as it disregards σ2

ε,n

(recall that we transform η̂n,t, and η̂n,t 6= ηn,t).

2. The second set of results (Table 9) has been obtained with the use of our hybrid CDA-MIMIC
estimation technique, described in Section 3. In particular, we solve the negative variance prob-
lem by using the approach outlined in Section 3, i.e. we set the non-negativity restrictions on all
estimated variances (explicit � on the diagonal elements of Σε or implicit � on σ2

ε,n). The three
versions of the underlying CDA model are considered not only as the source of one indicator, but
also to calibrate the means and standard deviations of SE as part of the indenti�cation strategy.
The resulting set of MIMIC econometric results is presented in Table 10.

We can observe that the imposed restrictions have led to some changes in the estimates. While most
of the coe�cients retained their sign and signi�cance, the opposite is true in some disturbing cases
in which the estimated impact is no longer signi�cant, in contrast to the unrestricted models (see

10Since in our MIMIC model the share of cash in M1 is not a dependent variable, the value of card payments should
not be endogenous and should better explain the shadow economy variation than, e.g., the number of payment cards.
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Table 8: Results from the MIMIC estimated with lavaan package (standard approach)

MIMIC (FGLS) MIMIC (FGLS43) MIMIC (FGLS43-AR)

Indicators: Estimate p-value Estimate p-value Estimate p-value

CDA estimate 0.111 0.000 0.089 0.000 0.059 0.000

Electricity share 0.005 0.000 0.004 0.000 0.004 0.000

Causes:

Unemployment 1.376 0.000 1.975 0.000 0.988 0.000

Taxes and social contri-
butions

0.988 0.000 0.023 0.034 0.021 0.035

Rule of Law -27.048 0.000 -41.297 0.000 -35.939 0.000

Tax time 0.069 0.000 0.069 0.000 0.081 0.000

Electronic payments
value to GDP

-11.906 0.000 -14.243 0.000 -13.235 0.000

Variances

CDA estimate mea-
surement error

-0.009 -0.007 -0.003

Electricity share mea-
surement error

0.005 0.008 0.008

Shadow economy equa-
tion error

1.000 1.000 1.000

Source: Authors' elaboration. Terms in parentheses denote the type of the CDA model used as a
source of just-identifying restrictions and a source of the CDA estimate variable.
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Table 9: Shadow economy estimates used in the MIMIC approach

FGLS FGLS43 FGLS43-AR

No. Country Mean Std. dev. Mean Std. dev. Mean Std. dev.

1 Albania 14.60 0.22 17.10 0.30 10.52 0.20

2 Bosnia & H. 17.60 0.33 18.66 0.34 10.96 0.20

3 Bulgaria 14.40 0.42 15.61 0.38 10.08 0.32

4 Croatia 11.90 0.49 12.89 0.38 7.93 0.09

5 Czechia 10.89 2.19 10.82 1.93 7.41 1.42

6 Denmark 6.49 0.30 4.85 0.41 3.55 0.19

7 Hungary 11.13 0.59 11.07 0.59 7.22 0.28

8 Macedonia 14.72 0.77 17.76 1.29 9.91 0.65

9 Moldova 12.56 0.47 14.10 0.50 8.98 0.27

10 Norway 4.74 0.35 3.89 0.25 3.04 0.14

11 Poland 11.44 1.34 11.96 1.41 7.73 0.80

12 Romania 11.13 0.39 12.71 0.49 8.13 0.29

13 Serbia 15.24 0.79 16.58 0.96 9.86 0.46

14 Sweden 6.53 0.40 5.20 0.28 3.67 0.17

15 Switzerland 3.86 0.22 4.48 0.32 3.32 0.19

16 Turkey 11.68 0.19 12.98 0.25 8.18 0.12

17 United Kingdom (UK) 5.30 0.34 5.35 0.40 3.77 0.20

Source: Authors' elaboration.
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variable Electronic payments value to GDP in the case of MIMIC (FGLS) model and Taxes and social

contributions in the other two models). We treat this result as an exposure of the problems that
have largely been disregarded in the previous literature. Namely, the non-negativity restriction on the
variances within the MIMIC framework can materially a�ect the signi�cance, speci�cation decisions
and measurement results. It should be stressed that such a restriction is usually not included in the
standard loadset in programs used to estimate MIMIC models, which means that at least some of the
models presented in the literature might su�er from the seriously �awed identi�cation strategy.

Table 10: Results from the restricted MIMIC estimation

MIMIC (FGLS) MIMIC (FGLS44) MIMIC (FGLS44-AR)

Indicators: Estimate p-value Estimate p-value Estimate p-value

CDA estimate 0.932 0.000 1.009 0.000 0.916 0.000

Electricity share 0.041 0.000 0.051 0.000 0.066 0.000

Causes:

Unemployment 0.048 0.000 0.073 0.000 0.020 0.000

Taxes and social contri-
butions

0.039 0.000 0.008 0.280 0.007 0.347

Rule of Law -1.380 NA -1.724 0.000 -0.666 0.000

Tax time 0.005 0.000 0.001 NA 0.0002 NA

Electronic payments
value to GDP

0.067 0.406 -0.183 0.000 -0.092 0.005

Variances

CDA estimate 0.015 0.014 0.006

Electricity share 0.006 0.008 0.010

Shadow economy equa-
tion error (panel mini-
mum)

0.001 0.001 0.001

Shadow economy equa-
tion error (panel maxi-
mum)

4.743 3.684 2.008

Source: Authors' elaboration. NA � not available (see Section 3 for explanation). The name in
parentheses denotes the CDA model used as a source of just-identifying restrictions and a source of
the CDA estimate variable.

Further conclusions can be made on the basis of the shadow economy trajectories, η̂n,t, extracted from
equation (8). Figure 3 presents a comparison of the estimated paths of the shadow economy according
to: (i) FGLS CDA model (see Subsection 4.1), the corresponding (ii) standard MIMIC model (lavaan,
see point 1 in the discussion above) and (iii) the corresponding, hybrid, restricted CDA-MIMIC model
(see point 2 in the discussion above)11. In general, we can observe that the MIMIC-based SE estimates
exhibit very similar trends to the ones from the CDA model. Over the period 2010-2015, majority of
the analysed countries experienced a small decline in the size of the shadow economy. However, we can
also see that the trajectories obtained from the restricted MIMIC models are �atter (i.e. more smooth

11Other CDA models and MIMIC estimates based on those models show very similar patterns and they are presented
in the Appendix C.

27



or less trending) than the estimates produced when the negative variance problem is disregarded.
This e�ect stems from the fact that the binding non-negativity restriction often means that a smaller
portion of the estimated SE variance is explained by the model (i.e., it is included in the residuals
from equation of ηn,t, (8), but not in η̂n,t). As a result, the variance of the shadow economy estimates
based on the restricted MIMIC is lower � and sometimes considerably lower � than in the case of the
unrestricted model.

All in all, the MIMIC approach cannot be treated as a self-contained method of the shadow economy
estimation, because in all the cases it requires external estimates of the non-observed economy level

and standard deviation. Furthermore, the ANOVA decomposition demonstrates that 97.2-98.2% of the
panel variance of various MIMIC-based SE estimates is due to CDA inputs (between cross-sections),
while only the small remaining fraction � due to MIMIC's �ne-tuning (cf. a very similar result obtained
by Feige (2016a)). This is, in part, due to our variance restrictions: after resolving some of the
major problems pointed out by Breusch (2016), the MIMIC model produces the SE estimates with
a substantially lower variance, because the imposed restriction 'injects' more variance of the latent
variable into the error term in the shadow economy equation. In consequence, even an improved
version of the MIMIC model appears to be valid only for indicating the direction of trends in the
shadow economy. The key, open question is then whether the MIMIC approach can make a material
contribution to the problem of shadow economy measurement � at least at an aggregate level. EY
(2016), for instance, demonstrates an application of MIMIC in measuring di�erent segments of the
shadow economy, which is also possible and can be more insightful, notwithstanding the limitations
of the MIMIC approach. MIMIC also adds value as a formal framework to take account of additional
SE consequences (on top of cash-to-M1) that cannot be included as regressors into the CDA equation
due to endogeneity.
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Figure 3: Comparison of the shadow economy estimated on the basis of CDA (FGLS) and MIMIC
framework
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5 Conclusions

In this article, we present di�erent approaches to the macro-model based estimation of the non-
observed economy with some amendments and the resulting shadow economy estimates. We revise the
existing, dominant approaches � CDA and MIMIC � and propose a systematic strategy of their hybrid
application. Firstly, we estimate an extended, panel version of the CDA equation (using the frequently
neglected variables describing the development of the electronic payment system) and abandon the
controversial assumption that the share of the shadow economy in the total economy is zero, even
under perfect institutions and zero tax rate.

Secondly, we estimate a MIMIC model by maximizing a (full-information) likelihood function, re-
formulated in two ways: (i) instead of anchoring the index on an arbitrary time period and using
arbitrary normalizations or other discretionary corrections, we use the means and variances estimated
in the CDA model; (ii) we constrain the parameter vector to explicitly assume away the negative
variances of structural errors and measurement errors. Our hybrid model proposes a solution to the
long-standing problem of identi�cation in the MIMIC model that, in a number of ways, outperforms
the previous approaches to just-identi�cation: our approach clearly implies the scale and unit of
measurement, avoids obscure ad hoc corrections and paves the way to the construction of a sensible
con�dence interval.

Our estimates of the shadow economy range from ca. 2.8% of GDP for Norway to ca. 29.9% of
GDP for Brazil. In general, the shadow economy seems to be lowest in Switzerland, United Kingdom,
Denmark, Sweden and already mentioned Norway, whereas it appeares to be highest in Brazil, Bosnia
and Herzegovina, Bolivia, Nigeria, Angola, and Mozambique. The sensitivity analysis indicates that
various versions of our models remain robust as regards the ranking of the analysed countries and the
developments in the SE over time. Over the period 2010-2015, a majority of the analysed countries
appear to have experienced a small decline in the size of the shadow economy.

Our econometric analysis indicates that it may be low tax morale and high tax complexity rather than
the level of taxation that in�uence the shadow economy. We also show that unemployment a�ects the
size of the non-observed economy.

Macro-model estimates of the shadow economy are often criticized for being in�ated, unstable and
based on the controversial, sometimes implicit assumptions. Yet, using our revised approach, we have
obtained estimates that are comparable with the estimates of statistical o�ces for countries for which
such an information is available. In addition to this, our shadow economy estimates are also relatively
robust to changes in the methodological assumptions and speci�cation of the econometric models.
Last but not least, in contrast to some existing research, we have tried to be as explicit as possible
about our approach to estimation and used data sources (see Appendix A for the exact description of
data sources, Appendix B for R source codes and Appendix C for shadow economy estimates under
di�erent modelling assumptions). This should facilitate a potential constructive critique, replication
or extension of our analysis.

In our paper, new methodological issues have been identi�ed. The non-negativity restriction on the
variances within the MIMIC framework can materially a�ect the signi�cance, speci�cation decisions
and measurement results. It should be stressed that such a restriction is usually not included in the
standard loadset in programs used to estimate MIMIC models, which means that at least some of the
models presented in the literature might su�er from the seriously �awed identi�cation strategy.

We have demonstrated that paying due respect to the (intuitive) constraint on non-negativity of
variances in the MIMIC model may in fact lead to a surprising result of �attening the trajectory of the
shadow economy. Also, the ANOVA decomposition of SE estimated by means of our hybrid strategy
con�rms the �ndings from the previous literature by showing that as much as 97.2-98.2% of the SE
variance in the panel is due to the CDA component (between cross-sections), while only the small
remaining fraction � due to MIMIC's �ne-tuning job. The latter �nding may lead to a legitimate
question on the actual contribution of MIMIC models to shadow economy measurement.
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However, if the MIMIC model is to be applied, our framework can be treated as a promising laboratory
for computing well-elaborated con�dence intervals around the shadow economy estimates. The just-
identifying inputs into MIMIC are linear functions of the CDA parameters. Hence, it is easy to compute
their standard errors based on variance-covariance assessment of the respective panel estimator and
derive a con�dence interval taking into account this source of uncertainty along with two others: the
variance of the error term in the SE equation and the statistical uncertainty around the estimated
MIMIC parameters.

The aim of constructing the con�dence intervals around the SE estimates based on the combination
of the sources of uncertainty from both CDA and MIMIC models could perhaps be achieved by using
Bayesian methods as a natural formal framework for deriving distributions based on various sources
of uncertainty. It can also be useful to further extend the panel of countries included in the analysis
and compare the results for di�erent groups of countries, di�erent time periods and di�erent sets of
variables.

In further research, our MIMIC model could also be extended to the dynamic version like 'DYMIMIC'
(which could likely be more compatible with the mixture of noisy variables on the cause side and per-
sistent variables on the indicator side). Another technical option to explore is relaxing the assumption
about the diagonality of variance-covariance matrix of errors in the indicator equations. As for the
CDA component, future research could investigate various nonlinearities in the demand for cash. One
may also try to adapt the CDA framework to the analysis of the SE for countries from the euro area
and with a relatively high level of 'dollarization'. Furthermore, it would be interesting to analyse the
share of savings in the economy that are held in cash and non-cash forms as well as related velocities of
the two components of money in order to incorporate appropriate corrections into the SE estimation
procedure. For the time being, such information is very rarely available, though.
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Appendix A: Descriptions and sources of all the variables used

in the CDA and MIMIC model

Table 11: Descriptions and sources of all the variables used in the CDA and MIMIC model

Name of the variable Description of the variable Source

Cash outside banks to M1
Cash outside banks to M1 monetary
aggregate [%], seasonally adjusted

International Monetary Fund,
local central banks

Electricity share

Final electricity consumption per 1
unit of the real gross domestic prod-
uct in Purchasing Power Standards
in constant 2010 prices, seasonally
adjusted, quarterly observations in-
terpolated from annual data

Eurostat, Swiss Federal O�ce
of Energy, own calculations

Unemployment

Unemployment rate [%], seasonally
adjusted, for some countries quar-
terly observations interpolated from
annual data

Eurostat, International Mone-
tary Fund

Taxes and social contri-
butions

Taxes and social security contribu-
tions [% of GDP], seasonally ad-
justed, for some countries quarterly
observations interpolated from an-
nual data

Eurostat, International Mone-
tary Fund

Rule of Law

The value of the indicator measur-
ing the rule of law from the World-
wide Governance Indicators (proxy
of tax morale), ranges from approxi-
mately -2.5 (weak rule of law) to 2.5
(strong rule of law), quarterly ob-
servations interpolated from annual
data

World Bank � Worldwide Gov-
ernance Indicators

Real PPS GDP per capita

Real GDP per capita in PPS in
constant 2010 prices, seasonally ad-
justed, for some countries quarterly
observations interpolated from an-
nual data

Eurostat, International Mone-
tary Fund, World Bank, own
calculations

Cards per capita
Number of payment cards per

capita, quarterly observations inter-
polated from annual data

Eurostat, European Central
Bank, World Bank (Global
Payment Systems Survey), In-
ternational Bank for Settle-
ments, local central banks

Terminals per card

Number of point of sale terminals
per payment card, quarterly ob-
servations interpolated from annual
data

Eurostat, European Central
Bank, World Bank (Global
Payment Systems Survey), In-
ternational Bank for Settle-
ments, local central banks
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Table 11: Descriptions and sources of all the variables used in the CDA and MIMIC model

Name of the variable Description of the variable Source

Electronic payments
value to GDP

Value of card payments at point of
sale terminals [% of GDP], quarterly
observations interpolated from an-
nual data

Eurostat, European Central
Bank, World Bank (Global
Payment Systems Survey), In-
ternational Bank for Settle-
ments, local central banks

In�ation rate

CPI in�ation rate per annum [%],
four quarters moving average, for
some countries quarterly observa-
tions interpolated from annual data

Eurostat, International Mone-
tary Fund, local central banks
and statistical o�ces

Real deposit rate

Households deposit rate per annum
adjusted by four quarters moving
average of CPI in�ation rate per an-
num [%], for some countries quar-
terly data interpolated from annual
data

International Monetary Fund,
local central banks, for Den-
mark, Sweden and Norway
some missing observations esti-
mated assuming that a spread
between deposit rate and cen-
tral bank policy rate is the
same as in the last available
period

Tax time
Time to prepare and pay taxes
[hours], quarterly observations in-
terpolated from annual data

World Bank � Doing Business

Employment in agricul-
ture

Share of agriculture in total employ-
ment [%], seasonally adjusted, for
some countries quarterly observa-
tions interpolated from annual data

Eurostat, International
Labour Organisation, World
Bank, local statistical o�ces

Domestic credit

Domestic credit to private sector [%
of GDP], seasonally adjusted, for
some countries quarterly observa-
tions interpolated from annual data

IMF quarterly data, season-
naly adjusted; for Albania,
Bosnia, Swizterland, UK and
for some countries for years
2000-2001 (2000-2004 for
Poland) World Bank annual
data, interpolated

Financial development
index

Index [0-1, 1=best development],
aggregate of �nancial institutions,
�nancial depth and �nancial market
development indices, quarterly ob-
servations interpolated from annual
data

International Monetary Fund �
Svirydzenka(2016)

Source: authors' elaboration.
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Appendix B: R code - modi�ed MIMIC estimation strategy

#install.packages (" lavaan ")

#install.packages (" semPlot ")

#install.packages (" Matrix ")

#install.packages ("plyr")

#install.packages (" openxlsx ")

#install.packages (" numDeriv ")

rm(list = ls())

library("semPlot")

library("lavaan")

library("Matrix")

library("plyr")

library("openxlsx")

library("numDeriv")

#Model selection

selection <- "mod1" #Select the appropriate underlying CDA model

setwd("...")

data.input <- read.csv2("MIMIC_database.csv")

data.input$DB_tax_time <- data.input$DB_tax_time / 10

#Panel -specific means and variances (in respective order)

SE.mean.import <- read.xlsx("MIMIC_analysis.xlsx", sheet = paste("

CDA_", selection , sep = ""), startRow = 1, cols = c(1, 2),

colNames = TRUE , rowNames = TRUE)

SE.var.import <- read.xlsx("MIMIC_analysis.xlsx", sheet = paste("

CDA_", selection , sep = ""), startRow = 1, cols = c(1, 3),

colNames = TRUE , rowNames = TRUE)

#List causes

causes.names <- c("Unemp", "Taxes_social_GDP_combined",

"Rule_of_law", "DB_tax_time", "Payments_value_GDP")

#List indicators

indicators.names <- c(paste("Passive_estimate_", selection ,sep=""),

"Electro_Share")

#Replacement for neg. var. starting values

minimum.variance.start <- 10 ^ (0)

#Lower bound on var. in the estimation process

minimum.variance.end <- 10 ^ (-3)

#Prohibitive logl value when det is non -positive

logl.under.neg.var <- - 10 ^ 10

#Rate of downscaling initial gamma if any sigma.eps <- 0 (per iteration)

decay.gamma.iter <- 0.9

#Rate of additional one -off downscaling of gamma after iterations

decay.gamma.postiter <- 0.9

#Minimum value of det

minimum.det <- 10 ^ (-3)

#Is variance of the error for SE equation in the lavaaan estimation
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# of starting points equal to 1?

std.lv.param <- TRUE

#External initial conditions , estimated using other models

external.start <- TRUE

maxit <- 500000

#Function executing the 'within ' transformation on the input data

# and preparing the remaining empirical input

data.prepare <- function(causes.names , indicators.names , data.input ,

SE.mean.import , SE.var.import ){

Data.selection <- cbind(data.input[, 1:7], data.input[,

c(causes.names , indicators.names )])

Data.within <- c()

for(i in unique(Data.selection$Country_id)){

Excerpt <- Data.selection[Data.selection$Country_id == i,

- (1:7)]

country_info <- Data.selection[Data.selection$Country_id == i,

(1:7)]

Excerpt.cut <- Excerpt[apply(!is.na(Excerpt), 1, prod) == 1, ]

country_info.cut <- country_info[apply(!is.na(Excerpt), 1,

prod )==1, ]

Excerpt.cut <- scale(Excerpt.cut , center = TRUE , scale = FALSE)

Data.within <- rbind(Data.within ,cbind(country_info.cut ,

Excerpt.cut))

}

#Sorting by countries

Data.within <- Data.within[order(Data.within$Country_name), ];

causes <- Data.within[,causes.names ];

indicators <- Data.within[,indicators.names ];

panel.structure <- summary(Data.within$Country_name)

panel.structure <- panel.structure[panel.structure > 0]

SE.mean <- SE.mean.import[match(names(panel.structure), rownames(

SE.mean.import)), ]

SE.var <- SE.var.import[match(names(panel.structure), rownames(

SE.var.import)), ]

names(SE.mean) <- names(SE.var) <- names(panel.structure)

return(list(Data.within=Data.within , causes=causes ,indicators=

indicators ,

panel.structure=panel.structure ,

SE.mean=SE.mean , SE.var=SE.var))

}

#Function calculating the starting value of parameters basing on lavaaan

get.starting.values <- function(indicators , causes , SE.var) {

model.Lavaan <- paste("SE =~ ", paste0(names(indicators),

collapse = ' + '), "\n SE ~ ", paste0(names(causes), collapse

= ' + '))

fit_var1 <- lavaan :::sem(model.Lavaan , data = cbind(indicators ,

causes), std.lv=std.lv.param , std.ov=FALSE , mimic="lavaan")

summary(fit_var1)

semPaths(fit_var1 , title = TRUE , curvePivot = TRUE)
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Q <- ncol(indicators)

P <- ncol(causes)

lambda0 <- as.matrix(fit_var1@ParTable$est [1:Q])

gamma0 <- as.matrix(fit_var1@ParTable$est[(Q + 1):(Q + P)])

Sigma.vareps0 <- diag(fit_var1@ParTable$est[(Q + P + 1):(2 * Q

+ P)])

sigma.eps0 <- SE.var - rep(t(gamma0) %*% var(causes) %*% gamma0 ,

length(SE.var))

#Check if implicit variances of error term in latent var. eq. > 0...

neg.sigma.eps <- sum(sigma.eps0 <= 0)

i.was.iterating <- FALSE

while (neg.sigma.eps > 0) {

#...if not , downscale gamma to force them into the positive region ...

gamma0 <- decay.gamma.iter * gamma0

sigma.eps0 <- SE.var - rep(t(gamma0) %*% var(causes) %*% gamma0 ,

length(SE.var))

neg.sigma.eps <- sum(sigma.eps0 <= 0)

i.was.iterating <- TRUE

}

if (i.was.iterating == TRUE) {gamma0 <- decay.gamma.postiter *

gamma0}

#Force var of measurement error positive

diag(Sigma.vareps0) <- pmax(diag(Sigma.vareps0), rep(

minimum.variance.start , Q))

free.par.vector0 <- c(as.vector(lambda0), as.vector(gamma0),

diag(Sigma.vareps0 ))

return(free.par.vector0)

}

likelihood.MIMIC.FIML <- function(lambda , gamma , sigma.eps , Sigma.

vareps , causes ,indicators , hess.mode , panel.structure , SE.var) {

Q <- ncol(indicators)

P <- ncol(causes)

n.of.countries <- length(panel.structure)

if (hess.mode == TRUE) {

minimum.variance.end <- 0

minimum.det <- 0

}

BT <- nrow(indicators)

er <- t(as.matrix(indicators )) - lambda %*% t(gamma) %*%

t(as.matrix(causes ))

A <- alply(array(rep(( lambda %*% t(lambda)), n.of.countries),

c(Q, Q, n.of.countries )), 3)

B <- alply(array(rep(Sigma.vareps , n.of.countries),

c(Q, Q,n.of.countries )), 3)

var.er <- Map("+", Map("*", A, alply(sigma.eps , 1)), B)

dets <- sapply(var.er , det)

neg.sigma.eps <- sum(sigma.eps <= minimum.variance.end)
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neg.det <- sum(dets <= minimum.det)

border.sigma.eps <- sum(sigma.eps <= minimum.variance.end &

sigma.eps > 0)

border.det <- sum(dets <= minimum.det & dets > 0)

if (neg.det == 0 & neg.sigma.eps == 0) {

variance.component <- sum(panel.structure * log(dets)) / 2

residual.vcov <- bdiag(rep(var.er , panel.structure ))

logl <- as.numeric(- nrow(lambda) * BT / 2 * log(2 * pi) -

variance.component - 1 / 2 * (t(as.matrix(as.vector(er)))

%*% solve(residual.vcov) %*% as.matrix(as.vector(er))))

} else if (neg.sigma.eps == border.sigma.eps & neg.det ==

border.det) {

variance.component <- sum(panel.structure * log(dets)) / 2

residual.vcov <- bdiag(rep(var.er , panel.structure ))

logl_base <- as.numeric(- nrow(lambda) * BT / 2 * log(2 * pi) -

variance.component - 1 / 2 * (t(as.matrix(as.vector(er)))

%*% solve(residual.vcov) %*% as.matrix(as.vector(er))))

logl <- max(logl.under.neg.var , logl_base - t(as.matrix(

c((sigma.eps <= minimum.variance.end & sigma.eps > 0),

(dets <= minimum.det & dets > 0)))) %*% as.matrix(c(

(rep(minimum.variance.end , length(sigma.eps)) - sigma.eps)

/ sigma.eps , (rep(minimum.det , length(dets)) - dets) / dets )))

} else {

logl <- logl.under.neg.var

}

return(logl)

}

likelihood.MIMIC.just.idfied <- function(free.par.vector , causes ,

indicators , hess.mode , panel.structure , SE.var) {

Q <- ncol(indicators)

P <- ncol(causes)

lambda <- as.matrix(c(free.par.vector [1:Q]))

gamma <- as.matrix(free.par.vector [(Q + 1):(Q + P)])

Sigma.vareps <- diag(free.par.vector [(Q + P + 1):( length(

free.par.vector ))])

sigma.eps <- SE.var - rep(t(gamma) %*% var(causes) %*% gamma ,

length(panel.structure ))

return(- likelihood.MIMIC.FIML(lambda , gamma , sigma.eps ,

Sigma.vareps , causes , indicators , hess.mode , panel.structure ,

SE.var))

}

fit.MIMIC.DKORT <- function(causes.names , indicators.names ,

data.input , SE.mean.import , SE.var.import , starting.point ,

maxit , selection) {

data.prepare <- data.prepare(causes.names , indicators.names ,

data.input , SE.mean.import , SE.var.import)

causes <- data.prepare$causes

indicators <- data.prepare$indicators

Q <- ncol(indicators)
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P <- ncol(causes)

panel.structure <- data.prepare$panel.structure

n.of.countries <- length(panel.structure)

SE.mean <- data.prepare$SE.mean

SE.var <- data.prepare$SE.var

if(external.start == FALSE){

free.par.vector0 <- as.vector(get.starting.values(indicators ,

causes , SE.var))

}

else {

free.par.vector0 <- as.numeric(as.matrix(read.csv2(file =

paste("EAT_MIMIC_params_", selection , ".csv", sep=""),

header = TRUE)$Coefficient [1:( length(causes.names) + 2 *

length(indicators.names ))]))

}

opti.result <- optim(free.par.vector0 ,

likelihood.MIMIC.just.idfied ,

indicators = indicators , causes = causes ,

hess.mode = FALSE ,

SE.var = SE.var , panel.structure =

panel.structure ,

method = "Nelder -Mead",

control = list(maxit = maxit ,

trace = 6),

hessian = FALSE)

coef <- as.matrix(opti.result$par)

Hsn <- hessian(likelihood.MIMIC.just.idfied , as.vector(coef),

indicators = indicators , causes = causes ,

hess.mode = TRUE ,

SE.var = SE.var , panel.structure =

panel.structure ,

method = "Richardson",

method.args = list(eps = 1e -16))

infoFisher <- solve(Hsn)

std.err <- as.matrix(sqrt(diag(infoFisher )))

shadow.mean <- c()

for (ii in 1:n.of.countries) {

shadow.mean <- c(shadow.mean , rep(SE.mean[ii],

panel.structure[ii]))

}

gamma <- as.matrix(opti.result$par[(Q + 1):(Q + P)])

shadow.est <- t(t(gamma) %*% t(causes )) + as.matrix(shadow.mean)

sigma.eps <- SE.var - rep(t(gamma) %*% var(causes) %*% gamma ,

length(panel.structure ))

first.column <- c(rep("indicator equations coef.", Q),

rep("causes equation coef.", P), rep("measurement error variance",

Q), rep("implicit SE equation errror variance",
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length(panel.structure )))

second.column <- c(names(indicators), names(causes),

names(indicators), paste("panel", 1: length(panel.structure),

sep = " "))

third.column <- c(as.vector(coef), as.vector(sigma.eps))

fourth.column <- c(std.err , rep(NA , length(panel.structure )))

fifth.column <- c(coef / std.err , rep(NA,

length(panel.structure )))

sixth.column <- c(2 * pt(abs(coef) / std.err , df =

nrow(indicators) - length(free.par.vector0), lower.tail = FALSE ,

log.p = FALSE), rep(NA , length(panel.structure )))

printout <- data.frame(first.column , second.column , third.column ,

fourth.column , fifth.column , sixth.column)

colnames(printout) <- c("Measure", "Variable", "Coefficient",

"Std. Error", "t-stat", "p-value")

rownames(printout) <- NULL

Data.within <- data.prepare$Data.within

return(list(coef = coef , infoFisher = infoFisher , Hsn = Hsn ,

std.err = std.err , shadow.est = shadow.est ,

printout = printout , Data.within = Data.within ))

#Procedure call

MIMIC.estimate <- fit.MIMIC.DKORT(causes.names = causes.names ,

indicators.names = indicators.names ,

data.input = data.input ,

SE.mean.import = SE.mean.import ,

SE.var.import = SE.var.import ,

starting.point = starting.point ,

maxit = maxit ,

selection = selection)

MIMIC.estimate$printout[, c(3:6)] <- round(MIMIC.estimate$printout

[, c(3:6)] , digits = 4)

options("scipen" = 999, "digits" = 3)

MIMIC.estimate$printout

output <- cbind(MIMIC.estimate$Data.within[,

c("Country_name", "Time")], MIMIC.estimate$shadow.est)

Note: in the maximum likelihood estimation procedure, a combination of Nelder-Mead and simu-
lated annealing algorithms is used, as implemented in the optim R function. As simulated annealing
is a stochastic optimization procedure, minor di�erences in the results might be encountered upon
replication.
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Appendix C: Shadow economy estimates obtained in all the

CDA and MIMIC models

Table 12: Shadow economy estimates under the CDA and MIMIC approaches (the CDA estimates
coming from the FGLS model, with �xed e�ects for 26 countries, assuming heteroskedastic, but un-
correlated error structure)

Country Model
Size of the shadow economy (% of GDP)

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

Albania

CDA 14.9 14.8 14.6 14.3 14.5 14.4 14.7 14.6
MIMIC (restricted) 14.7 14.6 14.5 14.6 14.6 14.7 14.6
MIMIC (lavaan) 14.7 14.7 14.5 14.6 14.6 14.6 14.6

Bosnia
and H.

CDA 17.3 17.9 18.0 17.6 17.2 17.4 17.8
MIMIC (restricted) 17.5 17.7 17.8 17.6 17.4 17.5 17.7
MIMIC (lavaan) 17.4 17.7 17.8 17.6 17.4 17.5 17.8

Bulgaria

CDA 15.2 14.9 14.7 14.5 14.2 14.7 14.0 13.9 14.3 14.0 14.2
MIMIC (restricted) 14.5 14.4 14.4 14.3 14.2 14.3 14.3 14.4 14.5 14.4 14.5
MIMIC (lavaan) 14.8 14.6 14.5 14.4 14.3 14.6 14.2 14.1 14.3 14.3 14.4

Croatia

CDA 11.6 11.4 11.3 11.5 11.9 12.2 12.3 12.3 12.6
MIMIC (restricted) 11.8 11.8 11.7 11.8 11.9 12.0 12.0 12.0 12.1
MIMIC (lavaan) 11.7 11.6 11.5 11.7 11.9 12.0 12.1 12.2 12.4

Czech
Republic

CDA 14.5 13.5 13.1 12.7 10.5 10.3 10.1 9.0 9.0 8.4 8.6
MIMIC (restricted) 11.3 11.2 11.1 11.0 10.9 10.9 10.8 10.7 10.8 10.5 10.6
MIMIC (lavaan) 21.9 18.6 17.0 15.4 9.6 9.2 8.6 5.5 5.4 3.7 4.9

Denmark

CDA 6.8 6.3 6.2 6.1 6.4 6.7 6.7 6.9 6.8 6.4 6.1
MIMIC (restricted) 6.5 6.3 6.3 6.3 6.5 6.6 6.6 6.7 6.7 6.5 6.4
MIMIC (lavaan) 6.8 6.6 6.4 6.4 6.4 6.5 6.5 6.6 6.6 6.3 6.2

Hungary

CDA 10.5 10.2 10.6 10.6 11.4 11.1 11.1 11.7 11.7 11.6 12.0
MIMIC (restricted) 10.8 10.6 10.8 10.9 11.2 11.2 11.2 11.4 11.4 11.4 11.6
MIMIC (lavaan) 10.6 10.3 10.6 10.6 11.3 11.1 11.2 11.6 11.6 11.6 11.9

Macedonia

CDA 16.1 15.4 14.9 14.8 14.7 14.3 13.7 13.9
MIMIC (restricted) 15.1 14.9 14.8 14.8 14.7 14.6 14.4 14.5
MIMIC (lavaan) 16.3 15.3 14.7 14.7 14.6 14.3 13.8 14.1

Moldova

CDA 13.1 12.8 12.7 12.4 11.8
MIMIC (restricted) 12.7 12.6 12.6 12.6 12.3
MIMIC (lavaan) 12.8 12.7 12.6 12.5 12.2

Norway

CDA 5.4 5.0 4.9 4.7 4.9 4.9 4.9 4.7 4.5 4.1 4.3
MIMIC (restricted) 4.9 4.8 4.8 4.7 4.8 4.8 4.9 4.7 4.7 4.5 4.6
MIMIC (lavaan) 5.2 4.9 4.8 4.7 4.8 4.7 4.8 4.7 4.6 4.4 4.5

Poland

CDA 13.8 13.4 12.8 11.9 11.3 11.0 10.6 10.5 10.4 10.2 10.0
MIMIC (restricted) 12.1 12.0 11.8 11.5 11.3 11.3 11.2 11.2 11.2 11.1 11.1
MIMIC (lavaan) 15.6 14.8 13.6 12.1 11.1 10.5 9.8 9.8 9.7 9.5 9.5

Romania

CDA 11.6 11.6 11.6 11.1 11.0 11.2 11.3 11.3 10.9 10.5 10.6
MIMIC (restricted) 11.4 11.3 11.3 11.1 11.0 11.1 11.1 11.1 11.0 10.9 11.0
MIMIC (lavaan) 11.3 11.3 11.3 11.1 11.1 11.2 11.2 11.2 11.0 10.8 10.9
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Table 12: Shadow economy estimates under the CDA and MIMIC approaches (the CDA estimates
coming from the FGLS model, with �xed e�ects for 26 countries, assuming heteroskedastic, but un-
correlated error structure)

Country Model
Size of the shadow economy (% of GDP)

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

Serbia

CDA 15.5 15.7 16.1 15.6 14.5 14.0
MIMIC (restricted) 15.4 15.4 15.5 15.4 15.0 14.8
MIMIC (lavaan) 15.4 15.6 16.2 15.7 14.5 14.0

Sweden

CDA 7.4 7.0 6.6 6.4 6.6 6.6 6.4 6.4 6.3 6.2 5.9
MIMIC (restricted) 6.8 6.7 6.6 6.5 6.5 6.5 6.5 6.5 6.5 6.4 6.4
MIMIC (lavaan) 7.0 6.8 6.7 6.5 6.7 6.6 6.5 6.5 6.4 6.3 5.9

Switzerland

CDA 3.8 4.0 3.7 3.8 4.1 4.1 4.1 3.9 3.9 3.4 3.6
MIMIC (restricted) 3.8 3.9 3.8 3.8 4.0 4.0 4.0 3.9 3.9 3.6 3.8
MIMIC (lavaan) 3.9 3.9 3.8 3.9 3.9 3.9 3.9 3.8 3.8 3.7 3.8

Turkey

CDA 11.7 11.5 11.5 11.9 11.7 11.7 11.5 11.5 11.7 12.1
MIMIC (restricted) 11.6 11.6 11.6 11.7 11.7 11.7 11.7 11.7 11.8
MIMIC (lavaan) 11.7 11.7 11.7 11.8 11.7 11.7 11.6 11.6 11.6

United
Kingdom

CDA 5.4 5.0 5.2 5.4 5.3 5.4 5.8 5.6 5.6 4.7 4.9
MIMIC (restricted) 5.4 5.2 5.3 5.4 5.3 5.3 5.5 5.4 5.4 5.0 5.1
MIMIC (lavaan) 5.2 5.0 5.1 5.2 5.3 5.3 5.6 5.5 5.5 5.1 5.3

Source: Authors' elaboration.

Table 13: Shadow economy estimates under the CDA and MIMIC approaches (the CDA estimates
coming from the FGLS43 model, with �xed e�ects for 43 countries, assuming heteroskedastic, but
uncorrelated error structure)

Country Model
Size of the shadow economy (% of GDP)

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

Albania

CDA 17.6 17.3 17.1 16.7 16.9 16.9 17.4 17.0 16.9
MIMIC (restricted) 17.2 17.1 17.0 17.0 17.1 17.3 17.1
MIMIC (lavaan) 17.3 17.1 17.0 17.1 17.0 17.2 17.1

Bosnia
and H.

CDA 18.4 19.1 19.1 18.6 18.2 18.4 18.8
MIMIC (restricted) 18.6 18.9 18.8 18.6 18.5 18.6 18.7
MIMIC (lavaan) 18.6 18.9 18.8 18.6 18.5 18.6 18.8

Bulgaria

CDA 16.3 16.0 15.5 15.4 15.3 16.0 15.6 15.5 15.6 15.2 15.1
MIMIC (restricted) 15.7 15.6 15.4 15.4 15.3 15.6 15.7 15.8 15.8 15.7 15.6
MIMIC (lavaan) 16.2 15.9 15.5 15.4 15.4 15.8 15.6 15.4 15.6 15.4 15.4

Croatia

CDA 12.7 12.4 12.3 12.6 12.9 13.1 13.2 13.2 13.4
MIMIC (restricted) 12.8 12.8 12.7 12.8 12.9 13.0 13.0 13.0 13.1
MIMIC (lavaan) 12.9 12.7 12.6 12.7 12.9 12.9 13.0 13.1 13.2

Czech
Republic

CDA 14.0 13.1 12.7 12.4 10.7 10.5 10.1 9.2 9.3 8.6 8.5
MIMIC (restricted) 11.3 11.2 11.0 10.8 10.9 10.9 10.7 10.7 10.7 10.4 10.4
MIMIC (lavaan) 19.3 17.0 14.8 14.1 10.4 9.9 9.0 6.9 7.0 5.3 5.4

Denmark

CDA 4.8 4.5 4.4 4.5 5.0 5.3 5.2 5.4 5.3 4.4 4.5
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Table 13: Shadow economy estimates under the CDA and MIMIC approaches (the CDA estimates
coming from the FGLS43 model, with �xed e�ects for 43 countries, assuming heteroskedastic, but
uncorrelated error structure)

Country Model
Size of the shadow economy (% of GDP)

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

MIMIC (restricted) 4.9 4.7 4.6 4.7 4.9 5.1 5.0 5.1 5.0 4.7 4.7
MIMIC (lavaan) 5.1 4.9 4.9 4.8 4.9 5.0 5.0 5.1 5.0 4.4 4.4

Hungary

CDA 10.6 10.2 10.3 10.4 11.3 11.2 11.2 11.7 11.7 11.5 11.7
MIMIC (restricted) 10.7 10.5 10.6 10.7 11.1 11.2 11.2 11.4 11.4 11.4 11.5
MIMIC (lavaan) 10.8 10.5 10.5 10.6 11.2 11.2 11.3 11.6 11.6 11.2 11.4

Macedonia

CDA 20.0 19.4 18.6 17.9 17.7 17.5 17.3 16.8 16.1 16.2
MIMIC (restricted) 18.3 18.0 18.1 17.9 17.8 17.6 17.2 17.2
MIMIC (lavaan) 19.9 18.6 17.7 17.7 18.0 17.2 16.1 16.9

Moldova

CDA 14.7 14.6 14.4 14.0 13.9 13.2 13.9
MIMIC (restricted) 14.3 14.3 14.1 14.0 14.1 13.8
MIMIC (lavaan) 14.3 14.3 14.3 14.0 14.0 13.6

Norway

CDA 4.4 4.0 3.9 3.8 4.1 4.0 4.1 3.8 3.7 3.5 3.7
MIMIC (restricted) 4.1 3.9 3.9 3.9 4.0 4.0 4.0 3.8 3.8 3.7 3.7
MIMIC (lavaan) 4.3 4.0 4.0 3.9 3.9 3.8 3.9 3.8 3.8 3.7 3.7

Poland

CDA 14.5 14.1 13.2 12.3 11.9 11.6 11.1 11.1 11.0 10.6 10.3
MIMIC (restricted) 12.9 12.7 12.4 12.0 11.8 11.8 11.7 11.7 11.6 11.5 11.4
MIMIC (lavaan) 17.0 16.0 14.3 12.3 11.6 11.2 10.3 10.3 10.1 9.4 9.2

Romania

CDA 13.5 13.3 13.1 12.6 12.7 12.8 12.8 12.7 12.4 12.0 11.9
MIMIC (restricted) 13.1 13.0 12.9 12.7 12.7 12.7 12.7 12.7 12.5 12.5 12.5
MIMIC (lavaan) 13.4 13.2 13.0 12.6 12.7 12.8 12.7 12.7 12.5 12.2 12.2

Serbia

CDA 16.8 17.2 17.6 17.1 15.6 15.2
MIMIC (restricted) 16.7 16.8 17.0 16.8 16.1 16.0
MIMIC (lavaan) 16.8 17.3 17.9 17.3 15.4 14.9

Sweden

CDA 5.8 5.5 5.2 5.1 5.2 5.3 5.2 5.2 5.1 5.0 4.7
MIMIC (restricted) 5.5 5.4 5.2 5.1 5.2 5.2 5.2 5.2 5.1 5.1 5.0
MIMIC (lavaan) 5.4 5.3 5.2 5.2 5.2 5.3 5.2 5.2 5.2 5.1 4.8

Switzerland

CDA 4.4 4.7 4.4 4.5 4.8 4.8 4.8 4.5 4.6 3.8 4.0
MIMIC (restricted) 4.4 4.5 4.4 4.5 4.6 4.6 4.6 4.5 4.6 4.2 4.3
MIMIC (lavaan) 4.7 4.8 4.6 4.6 4.7 4.6 4.6 4.4 4.4 4.0 4.1

Turkey

CDA 13.1 13.0 13.0 13.3 12.9 12.7 12.7 12.6 13.0 13.4
MIMIC (restricted) 13.1 13.1 13.0 13.1 13.0 12.9 12.9 12.8 13.0
MIMIC (lavaan) 13.1 13.1 13.1 13.2 13.0 12.9 12.9 12.8 12.9

United
Kingdom

CDA 5.6 5.0 5.3 5.4 5.5 5.4 5.9 5.7 5.7 4.6 4.8
MIMIC (restricted) 5.6 5.3 5.4 5.4 5.4 5.4 5.5 5.5 5.4 5.0 5.0
MIMIC (lavaan) 5.2 4.9 5.1 5.2 5.5 5.5 5.8 5.7 5.6 5.1 5.3

Source: Authors' elaboration.
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Table 14: Shadow economy estimates under the CDA and MIMIC approaches (the CDA estimates
coming from the FGLS43-AR model, with �xed e�ects for 43 countries, assuming heteroskedastic error
structure with a common AR(1) coe�cient of autocorrelation)

Country Model
Size of the shadow economy (% of GDP)

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

Albania

CDA 10.9 10.7 10.5 10.3 10.5 10.5 10.6 10.4 10.3
MIMIC (restricted) 10.6 10.5 10.5 10.5 10.5 10.6 10.5
MIMIC (lavaan) 10.7 10.6 10.5 10.5 10.5 10.6 10.4

Bosnia
and H.

CDA 11.0 11.2 11.2 10.9 10.7 10.8 11.0
MIMIC (restricted) 10.9 11.0 11.0 10.9 10.9 10.9 11.0
MIMIC (lavaan) 11.0 11.1 11.0 10.9 10.8 10.9 11.0

Bulgaria

CDA 10.6 10.4 10.2 10.2 10.1 10.4 10.0 9.8 9.8 9.7 9.7
MIMIC (restricted) 10.1 10.1 10.0 10.0 10.0 10.1 10.1 10.1 10.2 10.1 10.1
MIMIC (lavaan) 10.7 10.4 10.1 10.1 10.1 10.2 10.0 9.8 9.9 9.8 9.9

Croatia

CDA 8.0 7.9 7.8 7.8 7.9 8.0 8.0 7.9 8.1
MIMIC (restricted) 7.9 7.9 7.9 7.9 7.9 8.0 8.0 7.9 8.0
MIMIC (lavaan) 8.0 7.9 7.9 7.9 7.9 7.9 7.9 8.0 8.0

Czech
Republic

CDA 9.7 9.0 8.9 8.7 7.3 7.1 6.8 6.2 6.2 5.8 5.8
MIMIC (restricted) 7.6 7.5 7.5 7.4 7.4 7.4 7.4 7.4 7.4 7.3 7.3
MIMIC (lavaan) 14.3 12.4 11.0 10.7 6.9 6.3 5.8 3.9 4.0 3.0 3.2

Denmark

CDA 3.6 3.4 3.4 3.5 3.6 3.8 3.7 3.8 3.7 3.3 3.3
MIMIC (restricted) 3.6 3.5 3.5 3.5 3.6 3.6 3.6 3.6 3.6 3.5 3.5
MIMIC (lavaan) 3.7 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.6 3.4 3.4

Hungary

CDA 7.1 6.8 6.9 6.9 7.3 7.2 7.2 7.5 7.5 7.5 7.6
MIMIC (restricted) 7.1 7.0 7.1 7.1 7.2 7.2 7.2 7.3 7.3 7.4 7.4
MIMIC (lavaan) 7.2 7.0 7.0 7.0 7.3 7.2 7.2 7.4 7.4 7.3 7.4

Macedonia

CDA 11.1 10.8 10.3 10.0 9.8 9.7 9.7 9.4 9.1 9.2
MIMIC (restricted) 10.1 10.0 10.0 10.0 9.9 9.8 9.7 9.7
MIMIC (lavaan) 10.8 10.2 9.7 9.8 10.0 9.7 9.3 9.9

Moldova

CDA 9.3 9.2 9.1 9.0 8.9 8.5 8.9
MIMIC (restricted) 9.1 9.0 9.0 9.0 9.0 8.9
MIMIC (lavaan) 9.1 9.1 9.1 9.0 9.0 8.8

Norway

CDA 3.3 3.1 3.1 3.0 3.1 3.1 3.1 3.0 2.9 2.8 2.9
MIMIC (restricted) 3.1 3.1 3.1 3.0 3.1 3.1 3.1 3.0 3.0 2.9 3.0
MIMIC (lavaan) 3.3 3.1 3.1 3.0 3.1 3.0 3.0 3.0 3.0 2.9 2.9

Poland

CDA 9.0 8.9 8.6 8.1 7.9 7.5 7.2 7.1 7.1 6.9 6.8
MIMIC (restricted) 8.0 8.0 7.9 7.8 7.7 7.7 7.6 7.6 7.6 7.5 7.5
MIMIC (lavaan) 10.0 9.7 9.1 8.2 7.8 7.3 6.8 6.7 6.6 6.4 6.4

Romania

CDA 8.5 8.5 8.4 8.1 8.1 8.2 8.2 8.2 7.9 7.6 7.6
MIMIC (restricted) 8.3 8.2 8.2 8.1 8.1 8.1 8.1 8.1 8.1 8.0 8.0
MIMIC (lavaan) 8.5 8.4 8.3 8.1 8.1 8.2 8.1 8.1 8.0 7.8 7.8

Serbia

CDA 10.1 10.1 10.3 10.1 9.4 9.1
MIMIC (restricted) 9.9 9.9 10.0 9.9 9.7 9.7
MIMIC (lavaan) 10.0 10.0 10.3 10.1 9.5 9.2
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Table 14: Shadow economy estimates under the CDA and MIMIC approaches (the CDA estimates
coming from the FGLS43-AR model, with �xed e�ects for 43 countries, assuming heteroskedastic error
structure with a common AR(1) coe�cient of autocorrelation)

Country Model
Size of the shadow economy (% of GDP)

2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015

Sweden

CDA 4.0 3.9 3.7 3.6 3.6 3.7 3.6 3.6 3.6 3.5 3.4
MIMIC (restricted) 3.8 3.7 3.7 3.7 3.7 3.7 3.6 3.6 3.6 3.6 3.6
MIMIC (lavaan) 3.8 3.8 3.7 3.7 3.7 3.7 3.7 3.7 3.7 3.6 3.4

Switzerland

CDA 3.3 3.4 3.3 3.4 3.5 3.5 3.5 3.3 3.4 2.9 3.0
MIMIC (restricted) 3.3 3.3 3.3 3.3 3.4 3.4 3.4 3.3 3.4 3.2 3.2
MIMIC (lavaan) 3.5 3.5 3.4 3.4 3.4 3.4 3.4 3.3 3.3 3.1 3.1

Turkey

CDA 8.3 8.2 8.2 8.3 8.1 8.1 8.1 8.0 8.2 8.4
MIMIC (restricted) 8.2 8.2 8.2 8.2 8.2 8.2 8.1 8.1 8.2
MIMIC (lavaan) 8.3 8.2 8.2 8.3 8.2 8.1 8.1 8.1 8.1

United
Kingdom

CDA 4.0 3.6 3.8 3.8 3.8 3.8 4.0 3.9 3.9 3.4 3.5
MIMIC (restricted) 3.9 3.8 3.8 3.8 3.8 3.8 3.8 3.8 3.8 3.6 3.6
MIMIC (lavaan) 3.7 3.6 3.7 3.7 3.8 3.8 4.0 3.9 3.9 3.7 3.8

Source: Authors' elaboration.
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