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Abstract 
Background. The explosion of big data (BD), automation, and machine learning 
have allowed contemporary businesses to better understand and predict human 
behavior. In scientific research big data have been widely used to study consum‑
er journey and opinions. One of the tools enabling forecasting of sales volume is 
the Bass diffusion model, which universal nature has been proven in many appli‑
cations in forecasting the sale of products belonging to various market segments. 
This article considers the use of BD as exogenous variables in the Bass model 
to predict the sales of tourist packages.

Research aims. The purpose of the research is to assess the impact of using 
big data on improving the accuracy of forecasts for the sale of tourist packages. 
The Generalized Bass Model (GBM) has been thus expanded to include big data, 
which means that exogenous variables include: (1) marketer-generated content 
(MGC) and (2) user-generated content (UGC), including volume of web search and 
blog posts.

Methodology. This article analyzes online news, blog posts and web search traf‑
fic volume related to tourist packages, and then integrates the information into 
the Bass model, treating it as part of the exogenous variables representing the mar‑
keting efforts of tour operators. It has been assumed that the volume of tour opera‑
tors’ web news is a proxy for content generated by marketers (MGC), while the vol‑
ume of blog posts and web search traffic constitute user-generated content (UGC).

Key findings. The empirical analysis found that by incorporating big data into 
the Bass model provides more accurate prediction of tourist packages’ sales vol‑
ume. In addition, UGC (as an exogenous variable) is better at predicting sales 
volume than MGC. UGC is a fairly good tool explaining the level of interest and 
involvement of potential tourists. However, it has been shown that forecasting 
efficiency is different for blog posts and web search traffic volumes.

Keywords: Bass model, big data, sales prediction, tourism market, user-generat‑
ed content.
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INTRODUCTION

Due to the development of information and telecommunications 
technologies (ICT), data digitization and the growing propensity 
of buyers to use the Internet and mobile devices, a rapid increase 
in the amount of data collected in IT systems is observed. Big data is 
currently considered one of the key resources of enterprise data and 
a source of a breakthrough in management and marketing research, 
however the use of big data raises various management and meth‑
odological challenges. 

At the same time, the diffusion processes of new products and 
services have become increasingly complex and multifaceted in re‑
cent years, as consumers are exposed to a wide range of influence, 
including oral communication, externalities, and social signals. Dif‑
fusion modeling, a field of marketing research that aims to under‑
stand the spread of innovation throughout the life cycle, has adapt‑
ed to the description of these influences.

Information overload that consumers have to deal with everyday 
means that they do not have sufficient capacity to process and eval‑
uate every alternative available to them. Instead of wasting time 
and money exploring all the possibilities, consumers usually make 
decisions based on trust in others. It is a simple and economical way 
to obtain information in the age of their multitude. The basic mecha‑
nism in this area is the word of mouth (WOM) mechanism, which is 
shaping public opinion with increasing strength.

The use of large transactional databases, and even more dis‑
persed unstructured data, requires significant investments and 
overcoming methodological, technical and organizational challeng‑
es, as evidenced in the literature (e.g., Marr, 2016; Vriens & Kidd, 
2014, p. 1; Bean, 2017). It is difficult to expect that tourism entre‑
preneurs, relatively poorly equipped with IT competences, will take 
up the challenge in the field of advanced big data analysis systems. 
However, it is worth using the already known forecasting tools 
to analyze this part of the data, which can be obtained at a relatively 
low cost, the more that the knowledge acquired this way can be ef‑
fectively used to make current business decisions.

The Bass product diffusion model seems to be the best tool bind‑
ing the issue of big data and diffusion innovation models: it describes 
the process of acquiring new products as an interaction between its 
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current and potential users, taking into account the fact that virtual 
space is becoming the most important interaction environment to‑
day. Therefore, this article is the proposal to enrich the well-known 
innovation diffusion model (Bass model) with marketer-generated 
content (MGC) and user-generated content (UGC) data that signifi‑
cantly affect the purchasing decision process on the tourism market.

This research is organized as follows: the next section (Background) 
depicts the literature review in big data and diffusion models (with 
special emphasis on the Bass diffusion model), section 3 (Method) de‑
scribes the data (variables used in the model), section 4 (…) describes 
the procedure for data collection and the empirical analysis of the dif‑
fusion of tour operators offer. Finally, the effects of big data variables 
are validated. The concluding section presents the study’s theoretical 
implications and suggested extensions.

BACKGROUND 

Insight into the concept and possible applications 
of big data 

Although big data (unstructured data) is the subject of discus‑
sions in scientific research and has numerous practical applica‑
tions, the term “big data” is difficult to define. In general, it con‑
cerns the technology of collecting and analyzing data of large volume 
and complexity. The data comes from both traditional databases, 
e.g., functioning in enterprises, which contain the so-called internal 
data as well as from other sources (documents, e-mails, blogs, so‑
cial media, various types of electronic sensors, and location devic‑
es, e.g., GPS). The data has both a defined and indefinite structure, 
which hinders their distribution and processing using the available 
IT infrastructure (architecture and analytical tools) and computa‑
tional methods. This complexity and diversity of data creates a new 
challenge for data analysts.

When interpreting Big Data, reference should be made to new 
technological solutions regarding the processing of large volumes of 
data of a completely different nature (quantitative and qualitative) 
than before (McKinsey, 2011). One of the first definitions treats BD as 
large data, the number of which should be maximized in the analysis 
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process in order to extract information values   (Cox and Ellsworth, 
1997). META Group (an analytical and consulting company spe‑
cializing in information technologies) based the definition of BD on 
the concept of three attributes (the “3V” model): volume, variety, and 
velocity (Doug, 2001). In 2012, two additional dimensions were in‑
troduced relating to BD: variability and veracity (Katal et al., 2013). 
Fan and Bifet (2012) define BD as data sets that cannot be managed 
using current exploration methods or software tools due to their large 
size and complexity. IBM emphasizes the fact that BD is a variety 
of data generated from various sources, at high speed and in large 
quantities (Zikopoulos et al., 2013). Big Data is not only a technologi‑
cal phenomenon. They are considered mainly as a source of economic 
value, hence the original set of data was finally expanded to 6Vs.

Undoubtedly, one cannot indicate a specific number of bytes de‑
fining big data, because the rate of their increase is too high (Cisco, 
2016). In this study, the term BD will also mean data sets that are 
at the same time characterized by large volume, diversity, variability 
and complexity, and additionally, require the use of innovative tech‑
nologies, tools, and IT methods to extract new and useful knowledge. 

Buyers continuously generate both structured transaction data 
and unstructured data regarding their behavior (Erevelles et al., 
2015, p. 2; Hofacker et al., 2016, p. 89). These data have great an‑
alytical potential, which is becoming more and more interesting 
for companies. The rapid development of IT enables building in‑
creasingly better business intelligence systems processing big data, 
identifying their relationships, dependencies or behavior patterns, 
and developing on the basis of algorithms for future marketing ac‑
tivities. Large data sets are treated as a new form of capital, and 
their growing resources and significance provoke us to talk about 
a “megatrend” or “big data revolution” (Erevelles et al., 2015, p. 897; 
Mayer-Schönberger & Cukier, 2013; Bosch, 2016, p. 57).

Big Data enthusiasts believe that this phenomenon leads to a civ‑
ilizational breakthrough comparable to the invention of the Internet, 
steam engine, or print (Mayer-Schönberger & Cukier, 2013; Minelli 
et al., 2013). Based on the literature review, it can be concluded that 
this technology creates new opportunities for researchers working 
on BD. The large amount of unstructured data has a decisive impact 
on the quality of results in scientific research. In the field of business 
activity, BD means new perspectives for the company’s development 
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(Hofacker et al., 2016; Saboo et al., 2016). The most important pos‑
sibilities in this area include: gaining a competitive advantage on 
the market by creating tailored predictive models, where the client 
is offered products and services perfectly tailored as well as optimi‑
zation of enterprise management (Zhan et al., 2017; Erevelles et al., 
2015, p. 900–901; Wedel & Kannan, 2016, p. 97–102; Xu et al., 2016, 
p. 1564–1565). The BD analyzes enable focusing advertising activi‑
ties, assigning sellers to customers’ needs, tracking network move‑
ments or providing sales to the sales department information on 
the scale of interest in a particular product. Therefore, the future of 
computerization in enterprises and maintaining a favorable market 
position will be based on Big Data techniques.

From the perspective of this research one of the most important 
features od BD is variety, as the data come from many sources, oc‑
cur in various formats and are saved in various forms (numbers, 
text, image, sound) and generated in a variety of ways, including:

• internal organization data (transaction, accounting, HR data);
• data from external sources (e.g., Internet user generated 

content);
• transactional data (Chang et al., 2006), generated from e-com‑

merce, service providers, financial institutions;
• the so-called Deep Web data that are not indexed by stand‑

ard search engines (He et al., 2007; Wei et al., 2010), including 
dynamic websites, private websites that can be accessed after 
logging in or restricted websites;

• data created by a large number of information nodes and con‑
nections between them (Aggarwal & Wang, 2010).

People using the Internet through various types of websites, 
portals, applications, on stationary and mobile devices are specific 
data generators. They leave a digital trail: sequences of websites 
visited, IP addresses, GPS geolocation data, data from cellular net‑
works, electronic and cashless payments, blog entries, forums, social 
networks, shopping choices on websites auctions, and e-commerce 
(Paharia, 2013). Nowadays, sensors connected to the Internet and 
installed in objects that surround us (Internet-of-Things, IoT) are 
becoming an increasingly important source of data. Moreover, en‑
tries on a social networking site are, after all, texts written freely 
by its users (which are accompanied by searches, clicks, “likes” and 
commentaries as well as photos and shared music), so such data is 
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radically different from entries in the database of transactions made 
by credit card or registers of temperature measurements and pres‑
sure in an F1 car engine. Therefore, they require different analytical 
tools (Frizzo-Barker et al., 2016).

Of course, not all of the data types listed above are necessary for 
all purposes. Amazon (founded in the late 1990s as one of the first 
online bookstores) from the beginning had the idea of increasing 
book sales by recommending clients new and interesting items. 
These instructions were reviews, written and published by a team 
of high-class literary critics on Amazon.com. Positive reviews of 
the crew significantly increased the sale of specific books (Marcus, 
2004). However, the high cost of this method meant that over time 
a much more efficient method was used: they began to scrutinize 
all the collected data for relationships not between customers and 
products but just the products. No hypotheses were made, only sta‑
tistical relationships between all books were examined, regardless of 
the author and content. The resulting algorithm worked in real time, 
displaying recommendations to the customer on the store’s website 
(Mayer-Schönberger & Cukier, 2013).

Another interesting example of the practical application of BD 
in marketing activities is the analysis of potential influenza epi‑
demic centers. Cooper et al. (2005) showed that search activity and 
media coverage can be used to monitor and predict the outbreaks 
of the disease. The Google Flu Trends solution was created in 2009, 
when the fear of the H1N1 influenza epidemic was growing. It was 
intended to estimate the spread of the virus based on Google search‑
es. A statistical algorithm was developed based on the correlation of 
certain phrases typed in the search engine by Internet users with 
“influenza” in a specific area: the expressions came from a huge mass 
of these unstructured data, while information about the actual inci‑
dents came from structured data of healthcare providers (Ginsberg 
et al., 2009). Data from 2007–2008 were studied, with approximately 
three billion queries each day. About 450,000 different mathematical 
models were then tested and the one best suited to historical data 
was determined, including 45 search phrases (Ginsberg et al., 2009). 
The Google Flu Trends tool had an enormous advantage over gov‑
ernment agency information in that it forecast flu spread in virtually 
real time (a maximum delay of 1 day), taking into account the phrase 
“googled” by millions of American users at a given time. Government 
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information reports were available with a delay of about two weeks 
(Mayer-Schönberger & Cukier, 2013). 

Another example is the use of data to optimize sales of Target 
discount store network. By analyzing huge amounts of custom‑
er purchase data, the contents of the customer’s shopping basket 
in the first trimester of pregnancy (large quantities of odorless cos‑
metics, dietary supplements) were determined. Based on the collect‑
ed data, Target analysts are able to assign pregnancy to any woman 
who meets the set purchase criteria and predict the term of delivery 
as well as send discount coupons appropriate for each stage of preg‑
nancy. Nowadays, data correlation occurs to be more important than 
understanding buyer behavior.

Applications could be multiplied: from forecasting air ticket pric‑
es for the cheapest purchase (Mayer-Schönberger & Cukier, 2013), 
credit risk assessment and optimization of credit costs (Przanowski, 
2014), making a diagnosis based on medical and genetic data (Mi‑
nelli et al., 2013), fighting crime (Hurvitz et al., 2013), after indicat‑
ing the properties most at risk of fire or choosing the optimal time 
to replace parts on city buses (Mayer-Schönberger & Cukier, 2013), 
sports (by using sensors data are collected from players during 
a game in order to improve their playing schemes), weather (more 
than 60 years of global weather analysis are used to predict the risk 
of future extreme events), logistics (smart trucks and smart spac‑
es), agriculture (monitoring weather and soil conditions for optimum 
point of harvesting), manufacturing (industry 4.0) and energy and 
telecommunication (smart grid and virtual plants) (OSC, 2015). Ac‑
cording to the most optimistic assumptions, the data-driven compa‑
ny is to “become smarter than the people who run it” (Minelli et al., 
2013, p. XVII). In general, the main possibilities of using big data 
analysis in marketing include:

• market forecasting,
• profiling target buyers,
• quantifying the needs of buyers and their purchase motives,
• identifying how products are perceived, purchased, and used,
• designing innovation,
• introducing new products,
• optimization of marketing and production activities,
• relationship management (Vriens & Kidd, 2014; Bean, 2017; 

Kalkowski, 2016).
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Big data are most often analyzed in order to identify accurately 
the characteristics of buyers, patterns of their shopping and func‑
tional behavior in time and space and their relationship with prod‑
ucts, brands, companies, etc. Analytical systems are used to predict 
the dynamics of buyer behavior (total value of customers, size and 
frequency of their purchases, migration between suppliers, future 
purchasing choices) and to adapt operational marketing activities 
to them, achieving measurable financial effects. 

The problem in practice is not only the quality of individual data, 
but also the ability to build data sets that have actual significance, 
among other useless data (Lee & Sohn, 2016). The analysis of the new 
product diffusion should take into account at least the data that are 
within the reach of potential buyers, i.e., data provided by the sell‑
er as marketer-generated content (MGC) and information shared by 
buyers, i.e., user-generated content (UGC).

Literature review on innovation diffusion and Bass model

Consumers today are exposed to many factors that include word of 
mouth (WOM) communication, external networks, and social signals. 
In this context, the definition proposed by Peres et al. (2010) seems 
appropriate: “Innovation diffusion is the process of the market pene‑
tration of new products and services that is driven by social influences, 
which include all interdependencies among consumers that affect var‑
ious market players with or without their explicit knowledge” (p. 91). 

The empirical foundations for the social approach to diffusion of in‑
novation were created as early as in 1950: Ryan and Gross (1950) stat‑
ed that social contacts and interpersonal communication are import‑
ant factors that influence the adoption of new behaviors. From an 
economic point of view, the theory of innovation diffusion is based 
on the statement that innovation should be understood as a dynamic 
process dominated by social influences (Kiesling et al., 2012, p. 183). 
Mathematical modeling of innovation diffusion has enjoyed great in‑
terest among scientists since the 1960s. They used it to forecast sales 
of food products (Fourt & Woodlock, 1960), as well as the rate of imi‑
tation of technical change between two companies (Mansfield, 1961). 
Frank (2004) used a logistic diffusion model to forecast the wireless 
market in Finland. Qian and Soopramanien (2015) compared three 
types of diffusion models: Bass, Logistic, and Gompertz, to forecast 
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sales in the Chinese vehicle market. Lee and Huh (2017) employed 
a logistic diffusion model to evaluate the effects of policy and oil price 
on the growth of renewable energy. Diffusion models have been wide‑
ly used for forecasting sales over product life cycles (Wu & Chu, 2010). 

Despite the science research, management practitioners also pay 
a lot of attention to diffusion models in their search of the most ac‑
curate forecasts tool as well as the chance to estimate market re‑
actions to new products and to improve their ability to effectively 
promote innovation. Sales volume forecasts have a special position 
because they are an important premise for making many decisions. 
In particular the launch of a new product on the market is usually 
accompanied by a lack of data on current sales and it is necessary 
to use qualitative or selected quantitative methods in forecasting 
(Dittmann, 2003). 

The best-known Bass model, described the diffusion of innova‑
tion as a viral process initiated and driven by mass communication 
and word of mouth (Bass, 1969) – for this reason, sometimes it is re‑
ferred to in the literature as the Bass epidemic model. The theoreti‑
cal basis of the Bass model is the innovation diffusion theory, which 
explains how new products are launched to the market and received 
in different communities (Rogers, 1962, 1976; Baran & Davis, 2007). 
If an innovation is a product newly introduced to the market, diffu‑
sion of innovation should be understood as the process of populariza‑
tion of a new product among consumers (Kosińska, 2008), however, 
the theory assumes that there is a group of consumers (“innova‑
tors”) ready to buy new products and then recommend them to other 
consumers “who buy new the product first, and then informs other 
groups about its usefulness” (Prymon, 1999, p. 81). This means that, 
according to the innovation diffusion model, most potential custom‑
ers are willing to buy a new product only after others have tried it 
(see: Mazurek-Łopacińska, 2002, p. 71).

Diffusion models have a particularly high potential, as they bridge 
the micro and macro levels because they promote a better under‑
standing of the diffusion process. This approach is presented, among 
others, by Peres et al. (2010) as well as Chatterjee and Eliashberg 
(1990). However, the Bass diffusion model deserves special attention 
as its universality has been confirmed by many applications. The dif‑
fusion of innovation is the process of spreading product information 
among potential customers, regardless of the type of segment to which 
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the product belongs. In practice, this means that with fragmentary 
data on product sales, and only the relevant assumptions, you can 
forecast the volume of sales for each new product.

The main assumptions of the model (nowadays referred to as 
the classical one) were presented in 1969 (Bass, 1969, p. 215−227). 
Ultimately, the model had many versions and was repeatedly used 
in marketing research as it has a strong prediction power for long-
term new product performance (Turk & Trkman, 2012). Bass et al. 
(1994) extended the original model to the Generalized Bass Model 
(GBM) by including exogenous variables that represent marketing 
effort and clarify external influences on consumers’ decisions.

The latter model extends the simple Bass diffusion model by in‑
cluding additional exogenous variables, thus gaining greater pre‑
diction power. While considering different exogenous variables (rep‑
resenting marketing mix), researchers compared GMB’s prediction 
accuracy with that of the classical model (Bass et al., 1994; Dana‑
her et al., 2001; Boehner & Gold, 2012). For instance, in forecasting 
the adoption of solar photovoltaic systems, government subsidies and 
policies were included into the modes as exogenous variables (Gui‑
dolin & Mortarino, 2010; Yamaguchi et al., 2013; Wang et al., 2017). 

Although diffusion modeling has been researched extensively, 
this field of study has much more to offer in terms of describing and 
incorporating current market trends, which include the opening up 
of markets in emerging economies, web-based services, online social 
networks, and complex product-service structures. On the basis of 
their review, Peres et al. (2010) suggest that the diffusion frame‑
work, if it is to remain a state-of-the-art paradigm for market evo‑
lution, must broaden in scope from focusing on interpersonal com‑
munications to encompass the following definition: “Innovation 
diffusion is the process of the market penetration of new products 
and services that is driven by social influences, which include all in‑
terdependencies among consumers that affect various market play‑
ers with or without their explicit knowledge” (p. 91). 

Following the belief, some researchers propose modified diffusion 
models that integrate big data, such as search traffic and blog posts 
(i.e., online reviews) as exogenous variables. Numerous studies indi‑
cated that search traffic might be useful in market behavior research 
(Kulkarni et al., 2012; Onishi & Manchanda, 2012; Hassani & Silva, 
2016; Choi & Varian, 2012; Hand & Judge, 2012; Du et al., 2015). On‑
ishi and Manchanda (2012) as well as Gopinath et al. (2013) proved 
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that blog post volume is a better prediction tool than advertising 
expenditures. The former also showed that TV advertisements in‑
creased blogging activity and sales during the pre-launch period, 
while blog post volume had more significant influence on the sales 
during the post-launch period (Onishi & Manchanda, 2012). Liang 
(2006) showed the potential impact of news volume on the stock price.

The potential use of web search and online reviews for improving 
market prediction accuracy as a part of Bass model has been also 
proved by Fan et al. (2017), who included a sentiment analysis of on‑
line reviews into the GBM and proved the better prediction accuracy 
of such a forecasting tool, as well as by Goel et al. (2010) in forecast‑
ing films and video games sales. Ettredge et al. (2005) indicated that 
the online search data were useful for predicting the unemployment 
rate in the USA. Kim et al. (2019) proved that their new model, in‑
cluding search data volume, is superior to the other ones in terms 
of prediction power. Lee et al. (2018) explored the diffusion of in‑
dustrial robots by including the volume of search traffic and patent 
citations as exogenous variables. Yang et al. (2020) were probably 
the first to make effort to evaluate which types of big data are better 
for improving the prediction accuracy of GBMs (namely for Korean 
reverse mortgage sales forecast). 

Following the preceding literature, the combination of big data 
and the Generalized Bass Model (GBM) is to be adapted for tourism 
packages sales prediction.

METHOD AND DATA COLLECTION

The purpose of this research is to estimate the sales volume of tour 
operators’ offers as well as to evaluate the effects of utilizing big 
data on improving the prediction accuracy, with the use of the com‑
bination of the Generalized Bass Model (GBM) and big data (BD). 
To be precise, the Bass model will be extended by big data elements, 
including marketer-generated content (MGC) and user-generated 
content (UGC) within the exogenous variables.

The Bass model has considered indirect measurements (e.g., price) 
as exogenous variables to clarify consumers’ purchase decisions. It is 
worth considering how to effectively integrate big data into the GBM 
to improve their prediction performance. According to the first 
hypothesis:
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H1: Including big data (blog posts, web search, and web news) in the Bass 
model as exogenous variables provides better prediction accuracy in 
predicting the sales volume of tourist packages.

The most common examples of big data used in market prediction 
research include: web news (Cooper et al., 2005; Liang, 2006), search 
traffic (Goel et al., 2010; Kulkarni et al., 2012; Ginsberg et al., 2009; 
Hassani & Silva, 2016), and blog posts (Gopinath et al., 2013; Yang 
et al., 2020). The same set of data is to be considered in the follow‑
ing research to test the first hypothesis however the data have been 
divided into two subsets based on who generates the content. Com‑
panies’ marketing activities (online news, web sites) are considered 
as a proxy for marketer-generated content (MGC), while consumers’ 
online activities (blog posts and search traffic representing consum‑
ers’ interest in new products) are considered user-generated content 
(UGC). The latter is treated as a tool to promote product informa‑
tion, as consumers’ demand is highly sensitive to the data volumes 
of UGC shared on-line by potential consumers with informational 
utility (Paletz et al., 2019; Kim & Hanssens, 2017; Riz, 2013; Di Pi‑
etro & Pantano, 2012; Taylor et al., 2012). Paletz et al. (2019) and 
Kim and Hanssens (2017) demonstrated that the UGC had more 
influence on demand than did firms’ marketing activities, however, 
firms’ marketing activities promote consumers’ interests by increas‑
ing the chance of exposure to products. In order to check which type 
of on-line marketing activities is more beneficial for improving pre‑
diction accuracy, the second hypothesis was formulated:

H2:  The volume of blog posts and web search traffic (representing user-gen-
erated content) provide better prediction accuracy in predicting the 
sales of tourist packages than marketer-generated content (company 
web news volume).

This hypothesis has later been extended to Hypothesis 3:

H3: Various types of UGC (search traffic and blog posts volume) have 
different prediction power within the field of tourist packages sales 
volume.

In the Bass model, current users are referred to as innovators, 
in the case of potential users the name of followers is used. According 
to the theory of diffusion of innovation, a group of followers will be 
interested in the product after having tested it by innovators. This 
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means the sales process following the Bass curve that can be profiled 
using only three parameters. This is due to the following mathemat‑
ical form of the conventional Bass model (Formula 1), which is to be 
read as: “The portion of the potential market that adopts at time 
t given that they have not yet adopted is equal to a linear function of 
previous adopters” (http://www.bassbasement.org/BassModel).
(Formula 1):

L t f t
F t

p q
M

N t( ) ( )=
−

= +
( )

( )
[ ]

1
Where: 
L(t) – the likelihood of purchase at time t, given that no purchase 

has yet been made.
f(t) – the likelihood of purchase at time t; the density function of 

F(t).
F(t) – the cumulative function describing the proportion of those 

adopting at time t.
p – denotes an innovation coefficient referring to external influ‑

ences such as advertising.
q – denotes an imitation coefficient that refers to internal influ‑

ences such as WOM. 
N(t) – the cumulative function describing the proportion of those 

adopting at time t.
M – the potential market (the ultimate number of adopters).
The potential market M is the number of members of the social 

system within which word-of-mouth from past adopters is the driv‑
er of new adoptions. The Bass model assumes that M is constant, 
but in practice, M is often slowly changing. Because in the Bass 
model each adopter is assumed to make one and only one adoption, 
the terms mathematical term N(t) and n(t) can be thought of as ei‑
ther adoptions or adopters.

The coefficient of innovation p is so called because its contribution 
to new adoptions does not depend on the number of prior adoptions. 
Since these adoptions were due to some influence from outside the so‑
cial system, the parameter is also called the “parameter of external 
influence”, while the coefficient of imitation q received its moniker be‑
cause its effect is proportional to cumulative adoptions N(t) implying 
that the number of adoptions at time t is proportional to the number 
of prior adopters. In other words, the more people are talking about 
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a product, the more other people in the social system will adopt it. This 
parameter is also referred to as the “parameter of internal influence”.

The Bass model assumes some market potential in the form of 
the final number of possible buyers of a given product (M), while for 
each buyer the time of purchase is a random variable of the distri‑
bution function F(t) and the function of density f(t) determined by 
the Formula (1). 

As one can easily see, next to the M parameter in the form of the fi‑
nal number of possible buyers of the product, the basic parameters 
of the model are the parameters p and q associated with innovators 
and followers, respectively. This means that forecasting the volume 
of sales after previous assumption of the size of the market poten‑
tial is limited to controlling only the two parameters. This allows 
tailoring of the Bass curve to existing (often fragmentary) data il‑
lustrating the volume of past sales. In the absence of any data, sales 
forecasting is based on the principle of analog forecasting, which in‑
volves the use of a previously used combination of parameters for 
an identical or similar product whose sales has already taken place, 
thus the values of p and q parameters are known.

Then, the big data have been included into the conventional Bass 
model as additional exogenous variables. In order to do this, the ba‑
sic equation has been converted:

(Formula 2):

f t
F t

p q
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According to Bass et al. (1994) x(t), as shown in Formula (3), rep‑
resents how sensitive the diffusion process is to price and advertis‑
ing: Pr(t) and Ad(t) are the current price and level of advertising 
expenditure at time t. If x(t) is greater than 1, the timing of adoption 
will be accelerated. When it is lower than 1 – the adoption timing 
will be delayed. 

(Formula 3):
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Equation 4 was derived to distinguish the cumulative market ef‑
fort X (t) from the periodic market effort x (t):

x t
t

Pr
Ad t
Ad

( ) ln ln
Pr

= +
( )
( )

⎛

⎝
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⎞

⎠
⎟⎟ +

( )
( )

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟ ≥1

0 01 2β β , 0

(Formula 4):
Reorganizing Equations (2) and (4) yields the sales volume at 

time t as Formula 5:
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p q X t
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1
0

( )

( )
, 

(Formula 5):
Where:
M − stands for market potential (saturation level), which is con‑

stant and not influenced directly by the marketing efforts
X(t) − represents exogenous variables.

Finally, Formula (3) has been modified to Formula (6) by replacing 
variables from the original Bass model (e.g., price and advertise‑
ment expenditure) with big data and tourism index (TPI). Refer‑
ring to the literature (Bass et al., 1994), the percent change of each 
type of big data has been included the changes in x(t). For example, 
[Search(t)  –  Search(t-1)]/Search(t-1) means the percent change of 
search traffic volume at time t, and ß4 is its corresponding param‑
eter. The Nonlinear Least Squares (NLS) method was used to esti‑
mate the parameters in the model.

(Formula 6):
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Where:
TPI – tourism price index
WN – web news volume
BP – blog posts volume
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WS – web search traffic (relative change rate in the volume over 
time)

Finally, six models were developed to address the research 
hypotheses:

Model 1: x(t) includes only TPI (β1 ≥ 0, β2 = 0, β3 = 0, β4 = 0)
Model 2: x(t) includes only web news volume, representing 

the MGC (β1 = 0, β2 ≥ 0, β3 = 0, β4 = 0)
Model 3: x(t) includes only blog post volume, as a part of the UGC 

(β1 = 0, β2 = 0, β3 ≥ 0, β4 = 0)
Model 4: x(t) includes only web search traffic volume, as a part of 

the UGC (β1 = 0, β2 = 0, β3 = 0, β4 ≥ 0)
Model 5: x(t) comprises blog post volume and search traffic vol‑

ume, representing the UGC (β1 = 0, β2 = 0, β3 ≥ 0, β4 ≥ 0)
Model 6: x(t) comprises all the types of big data (web news, blog 

posts and web search) for predicting the sales volume (β1 = 0, β2 ≥ 0, 
β3 ≥ 0, β4 ≥ 0)

RESULTS

The prediction accuracy of each of the six models was evaluated 
in order to clarify the contribution of variables to improving the mod‑
el’s sales volume prediction power. Model 1 includes only TPI while 
the others include different types of marketer- and user-generated 
content (big data). The comparison of Model 1 versus the other ones 
was used to verify Hypothesis 1. To validate Hypothesis 2, Model 2 
was compared with each of the remaining models (3, 4, and 5). Hy‑
pothesis 3 was validated by comparing Model 3 and the Model 4 is 
considered for the last hypothesis.

Prices (in this case: the prices of tourist packages) remain an im‑
portant component of the analysis based on the Bass model. The TPI as  
a proxy measure for travel packages was obtained from the Travel-
DATA Institute for Tourism Market Research (traveldata.pl). Sub‑
stantially, package prices are average real prices offered by tour 
operators in booking systems at a given moment. The average price 
includes 2/3 of the most attractive prices in a given category of hotels 
at a given date. This assumption is caused by the fact that the re‑
maining ones are relatively rarely the subject of customer choice, 
while in some directions they significantly affect the price level, thus 
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disturbing the relative comparability of average prices between indi‑
vidual destinations.

The adjusted package price is created by including in its price 
elements that are additional payable by the customer, but are not 
included in the prices provided by the reservation systems. Such 
price-creating elements include: any fees for tourist visas and any 
other fees related to tourist stay (e.g., fees for safes, sunbeds, etc.).

Following the annual analysis of the TravelDATA Institute for 
Tourism Market Research (traveldata.pl), it was assumed that 
the comparisons will include the packages in the most popular ver‑
sion of the all-inclusive packages (reflecting the choice of 70% of 
tourists) and covering the most popular period of stay, i.e., one week 
(again 70%). The compared packages have been grouped into three 
categories of hotels, i.e., 3-star and 3.5-star, 4-star and 4.5-star and 
5-star and 5.5-star (reflecting the choice of almost 95% of tourists). 
For every category twelve dates of stays have been adopted covering 
the second week of each month (despite April, May, and December, 
when the holiday period has been covered).

Regarding the issue of comparisons of tourist attractiveness and 
the VFM, 22 destinations (12 annual and 10 typically summer) were 
adopted for comparison, reflecting the most important travel des‑
tination (the choice of 88% of Polish tourists). The monthly travel 
packages sales volume and average packages’ prices were obtained 
from four Polish tour operators. 

Web news volumes were collected by crawling entire web pages re‑
lated to the outbound travel packages offer from WirtualnaPolska.pl 
and Onet.pl, the dominant domestic portal sites in Poland, as well 
as the tour operators’ web sites. The volume of blog posts covering 
the discussion of Polish tourists’ travel opinions was obtained from 
Brand 24 (https://brand24.pl/). Meanwhile, Google Trends (http://
www.google.com/trends) were used to obtain search traffic volume. 

This research relies on the assumption that web news and blog 
post volumes (referred to as big data) are highly associated with 
the sales volume and improve the prediction power. The first step 
was to collect text-based documents by crawling web pages that con‑
tain the keywords “foreign holidays”. The initial crawling process re‑
sulted in 3,292 documents. In the second step, the documents were 
preprocessed by removing stop words and repeated documents, and 
2,656 documents were removed from the analysis. 
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Then, a set of 8 keywords were identified as strongly associated 
with the idea of foreign holidays: “holidays abroad”, “where to go on 
holidays”, “vacation trips”, “seaside”, and “beach”, but also: “trav‑
el agency”, “all-inclusive”, and “organized trips”. Finally, the web 
sites were re-crawled and finally 9,245 records containing “foreign 
holidays” and one out of the 8 keywords. The documents were used 
to measure monthly volumes of web news and blog posts related 
to tourist packages offer.

The research covered period from January 2019 to February 2020. 
The data were collected, processed, and analyzed with the R soft‑
ware version 3.6.1.

The search traffic volume was obtained by using Google Trends 
(http://www.google.com/trends/) and it was used to determine the pop‑
ularity of query terms over time on Google. Search traffic volumes are 
adjusted by normalizing the query data on a scale of 0–100 to allow 
for comparisons over time. Although the absolute search traffic vol‑
ume is not available at Google Trends, the Bass model requires only 
the relative change rate in the volume over time. 

Figure 1 illustrates changes in tourist packages sales volumes 
and big data (web news, web search, and blog posts) in a given period 
and shows the relationship between them. In particular, the number 
of web searches over time behaved similarly to the volume of sales. 
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Figure 1. Trends in sales volume, web news, web search, and blog posts 
Source: own description based on research results. 
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To statistically verify the relationships, a correlation analysis was 
performed, as summarized in Table 1. It was statistically proven 
that the tourism packages sales volume is significantly and positive‑
ly correlated with other big data variables (web news, blog posts, 
and web search). It is, therefore, justified to conclude that the inclu‑
sion of big data as part of the Bass model increases the accuracy of 
forecasting sales volume. Moreover, Table 1 shows the high correla‑
tion between individual variables underlying the multi-collinearity 
in further analysis.

The next step was to measure the prediction accuracy of the six 
models proposed before. Using the results of MAPE (Mean Absolute 
Percentage Error, %) and MAE (Mean Absolute Error) the best predic‑
tion accuracy was observed for web search traffic variable (i.e., Mod‑
el 4), being followed by cumulated user-generated content data (blog 
posts and web search traffic). Both MAPE and MAE results show that 
Model 1 (only TPI, no big data provided) represents the lowest pre‑
diction accuracy, while using big data (Model 6) improves the predic‑
tion significantly. Therefore, Hypothesis 1 was confirmed: Using big 
data as a variable in the Bass model improves the accuracy of tourist 
packages sales volume prediction. Moreover, the results revealed that 
Model 3 and Model 4 (i.e., the models utilizing blog post and/or search 
traffic volumes) represent much better prediction accuracy than Mod‑
el 2 (based on company web news). However, Model 3 (including only 
blog posts volume) gives way to Model 5 (total UGC).

Table 1. Correlation analysis

Sales TPI WN BP WS
Sales 1 0.7718 0.8105 0.8186 0.8834
TPI 1 0.9538 0.9091 0.9763
WN 1 0.9897 0.9894
BP 1 0.9801
WS 1

Source: own description based on research results. 

When comparing the performance of Model 5 (including UGC) and 
Model 6 (big data, including both: UGC and MGC), it turns out that 
marketer-generated content lowered the model’s prediction accuracy 
significantly. Therefore, it can be concluded that data on UGC provid‑
ed better information on the diffusion of tourist packages in Poland 
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than big did data on company web news (MGC) which proves the truth 
of Hypothesis 2. It is worth pointing out that adding more types of big 
data does not always guarantee better performance.

Table 2. Prediction accuracy of research models

Models Variables used in x(t) MAPE (%) MAE
Model 1 TPI 15.07 496.08
Model 2 web news volume (MGC) 12.03 481.14
Model 3 blog post volume 8.34 379.42
Model 4 web search traffic volume 7.86 362.08
Model 5 blog post and web search traffic volume (UGC) 8.18 367.02
Model 6 web news, blog post, and web search traffic (big data) 9.87 467.25

Source: own description based on research results. 

According to the last hypothesis (H3), the two types of UGC (i.e., 
search traffic and blog posts volume) have a different prediction pow‑
er within the field of tourist packages sales volume. In fact, Model 4 
had lower both MAPE and MAE than those of Model 3. The predic‑
tion accuracy of UGC data differs significantly (Table 2).

DISCUSSION 

The research showed that the use of big data in the Bass model 
improves the accuracy of forecasts in relation to the model based 
solely on the level of prices and expenditure on advertising. Empir‑
ical analysis has also shown that forecast accuracy is closely relat‑
ed to the type of data used: UGC provides higher forecast accuracy 
than MGC, and under UGC, less MAPE and IEA involves using web 
search than blog posts. On this basis, it can also be concluded that 
increasing the volume of big data can accelerate sales growth. To 
confirm such a far-reaching conclusion, it is necessary to continue 
research and determine which type of big data has the greatest im‑
pact on sales growth. To this end, it would be appropriate to conduct 
a series of sensitivity analyzes, taking into account individual types 
of exogenous variables (search traffic, blog posts, and web news vol‑
ume), and observe their impact on sales volume. However, this re‑
quires an analysis of longer time series and an increase in the num‑
ber of entities included in the study.
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An indication for future research is also to carry out a similar 
analysis for other entities of the tourist market (in particular hotels). 
In addition, future research should be split into different consumer 
groups. It should be expected that the distinction of leisure tourism 
and business tourism can have a significant impact on the final re‑
sult of the study.

An important challenge is also the so‑called sentiment analysis 
of Internet users’ comments posted in the form of blogs and micro-
blogs (including comments and opinions regarding previous pur‑
chases). While maintaining the impact on sales volume, they can 
change the vector (positive or negative correlation) depending on 
the sentiment (positive or negative comment). This aspect was not 
included in the study.

Last but not least, the research covered the period from Janu‑
ary 2019 to February 2020. In March 2020, the economy closed due 
to the COVID-19 pandemic. In the case of the hospitality industry, 
this meant a complete exclusion of both domestic and internation‑
al tourist traffic. Discussion on social forums and Internet search‑
es have been dominated by the issue of withdrawing advances for 
tourist travel and the prospects of ending the pandemic. As a result, 
further research according to the assumed researcher method lost 
its meaning until the economy was re-opened. Research replication 
will only be possible if the tourism economy is fully open and inter‑
national connections are restored.

CONCLUSIONS 

Marketing is a decision area where support from big data analysis 
is assessed as particularly useful. Numerous large market entities 
with access to big data and adequate capital, technological and hu‑
man capabilities provide evidence of the business utility of big data 
analysis. Progress in this field is fast, although it requires overcom‑
ing many methodological, technical and organizational problems. In 
the case of tourism sector companies, the lack of ICT competence is 
an additional barrier.

Future research fields related to big data include, among others 
an identification of the relationship between the use of the Internet, 
social media, and mobile devices with customer journey, recognition 
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of the ways of purchasing and using products, examination of buy‑
ers’ behavior in terms of shaping the offer, selection of distribution 
and marketing channels, ways of personalizing offers created on 
the basis of big data, determining the impact of marketing algo‑
rithmization on financial results, identification of factors affecting 
the processes of creation and diffusion of innovation, etc.

This article first verified whether big data can be effectively 
used to predict sales of tourist packages based on the well-known 
tool, the Bass model. It has been shown that the use of big data 
in the Bass model improves the accuracy of forecasts in terms of fore‑
casting market penetration by tourist packages. To evaluate the ef‑
fects of using big data, the accuracy of TPI-based forecasts and big 
data-based forecasts was compared. There are two types of big data 
reflecting the level of consumer involvement: MGC and UGC. Com‑
parison of forecast accuracy has shown that big data is more effec‑
tive in predicting sales of tourist packages than TPI. Both MAPE 
and MAE levels were significantly lower for all big data variables 
than for TPI. The analysis also showed differences in the suitability 
of different types of big data for predicting the level of sales of tourist 
packages: UGC has a greater impact than MGC, and the use of web 
search is characterized by higher accuracy than the use of blog posts. 
Therefore, it can be concluded that the forecasting of sales of tourist 
packages will improve if both variables are included in the forecast‑
ing model. It should be emphasized, however, that web search has 
a particular impact on the forecasting accuracy. Tourist market en‑
tities − apart from generating information independently − should 
attach much greater importance to network traffic and stimulate 
the generation of information by Internet users.

Future research should consider the sensitivity analysis for in‑
dividual big data types (based on different scenarios), which would 
determine whether increasing the volume of UGC will have a great‑
er impact on the volume of sales of tourist packages than MGC, and 
how big the synergy effect is between blog entries and traffic asso‑
ciated with search. An important aspect of the future research will 
also be the analysis of online news sentiment and blog posts. Re‑
search into the sale of tourist packages should be extended to oth‑
er segments of the tourist market (including hotel services), taking 
into account various groups of buyers (leisure tourism and business 
tourism).
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ANALIZY BIG DATA JAKO NARZĘDZIE PROGNOZOWANIA 
SPRZEDAŻY PAKIETÓW TURYSTYCZNYCH

Abstrakt
Wprowadzenie. Eksplozja nieustrukturyzowanych wielkich zbiorów danych (big 
data − BD), automatyzacji i uczenia maszynowego pozwala współczesnym przed‑
siębiorcom lepiej przewidywać zachowania poszczególnych podmiotów. W ba‑
daniach naukowych duże zbiory danych są szeroko wykorzystywane do badania 
zachowań i opinii konsumentów. Jednym z narzędzi umożliwiających prognozowa‑
nie wielkości sprzedaży jest model dyfuzji Bassa, którego uniwersalny charakter 
udowodniono w licznych zastosowaniach w prognozowaniu sprzedaży produktów 
w różnych segmentach rynku. W niniejszym artykule zaproponowano zastosowa‑
nie big data jako zmiennych egzogenicznych w modelu Bassa w celu zwiększenia 
dokładności prognozowania wolumenu sprzedaży pakietów turystycznych.

Cel badań. Celem badań jest ocena wpływu wykorzystania wielkich zbio‑
rów danych na poprawę dokładności prognoz sprzedaży pakietów turystycz‑
nych. Uogólniony model Bassa został w tym celu rozszerzony o zbiory big data. 
Zmienne egzo geniczne obejmują: (1) treści generowane przez marketerów 
(en. marketer- generated content, MGC) i (2) treści generowane przez użytkowni‑
ków (en. user-genera ted content, UGC), w tym wyszukiwania w sieci i posty za‑
mieszczane na blogach i mikroblogach.

Metodologia. W artykule analizowane są dane obejmujące wiadomości online, 
posty na blogach i wolumen wyszukiwań w Internecie (ruch sieciowy) związane 
z informacjami dotyczącymi pakietów turystycznych polskich touroperatorów. 
Informacje te zostały zintegrowane z modelem Bassa jako część zmiennych egzo‑
genicznych reprezentujących działania marketingowe touroperatorów. Założono, 
że wolumen informacji zamieszczanych online przez touroperatorów stanowi od‑
zwierciedlenie treści generowanych przez marketerów (MGC), podczas gdy posty 
na blogach i ruch związany z wyszukiwaniem w sieci stanowią treści generowane 
przez użytkowników (UGC).

Wyniki. Analiza empiryczna wykazała, że włączenie dużych zbiorów danych do 
modelu Bassa zapewnia dokładniejsze prognozowanie wielkości sprzedaży pakie‑
tów turystycznych. Ponadto UGC (jako zmienna egzogeniczna) lepiej służy pro‑
gnozowaniu wielkości sprzedaży niż MGC. UGC jest dość dobrym narzędziem 
wyjaśniającym poziom zainteresowania i zaangażowania potencjalnych turystów. 
Wykazano jednak, że skuteczność prognozowania jest różna w przypadku wpisów 
na blogach i liczby wyszukiwań w sieci.

Słowa kluczowe: model Bassa, big data, prognozowanie sprzedaży, rynek tury‑
styczny, treści generowane przez użytkowników.


